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of punishment of those caught. However, Soviet initiatives to raise worker productiv-
ity, pursued concurrently with the increased production of light industrial and consumer
goods, raised the cost of punishing shirkers and pilferers.

Stalin invested mostly in equipment and factories for unskilled labor. As returns on
such investment sagged in the 1950s, the CPSU elite turned to technological improve-
ments and creativity of labor, each of which required a better-educated Soviet work-
force, to reinvigorate their economy.3!'” The Cold War rivalry between the USSR and
the United States added further urgency to the CPSU elite’s aim to advance the state of
Soviet technology. Accordingly, the CPSU elite marshaled the USSR’s resources to ac-
cumulate human capital. The 1959 budget alone increased education spending to 94.3
billion rubles from 56.9 billion the previous year. Between 1939 and 1970, the percent-
age of Soviet citizens with higher or secondary education rose 447%.3'® The amplified
investment in education paid dividends in the form of worker productivity. The pro-
ductivity of each industrial worker tripled between 1940 and 1960.3'° As the workers
grew more productive, their imprisonment and replacement for minor offences became
more expensive. In the less-skilled Soviet workplace of the 1930s and 40s, Stalin made
even occasional lateness to work and absenteeism criminal offences. Khrushchev, in the
1950s, on the other hand, found imprisonment for occasional lateness and absenteeism
uneconomical. He ended the large-scale use of forced-labor and repealed harsh labor
laws. Then, Brezhnev increased job security for enterprise managers and other offi-
cials, reducing the likelihood of dismissal for lackluster performance.**° The concurrent
growth of direct monitoring costs and collateral monitoring costs invited omnipresent
shirking and pilfering of state assets. Shirking and pilfering began consuming the dic-
tator’s rents at an alarming rate in the Brezhnev years as enterprise managers and other
officials enriched themselves in the growing black market. Education and human capital
accumulation posed another threat to the regime. Deutscher (1967) predicted that as the
USSR invested more in human capital and education levels rose, Soviet citizens would
come to devalue their meager compensation for their labor and reach for more.?! By
the 1980s, the Soviet regime faced “rising expectations of Soviet consumers no longer
isolated from the world” and aware that their standard of living was falling increas-
ingly behind that of the democratic West.3*? This realization fomented more worker
dissatisfaction with the prevailing system of labor compensation, inciting workers, for
whom revolutionary spirit was a historical abstraction, to rebel against the system by
shirking and pilfering. However, while the escalating economic monitoring costs and
widespread disillusionment with the administrative-command economy weakened the
CPSU elite by devouring more of their rents and spawning black-market economic in-
terests capable of autonomous political activity, Gorbachev’s economic and political
reforms that ultimately destroyed the Soviet regime.
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Gorbachev hoped to close the widening gap between the American. and Soviet GDP,
attributable to increasing shirking and pilfering along with the standard inefficiencies of
the command economy, by liberalizing the economy of the USSR (perestroika). He
wanted to grant enterprises more operational autonomy, scale back the state’s economic
plans, and permit enterprises to sell all of their output above a smaller government
quota at free market prices to any customer. Gorbachev reasoned that, if enterprises
could earn substantial profits by selling output exceeding their centrally planned quota
and the workers shared those profits, workers would have a motive to be productive, not
just look productive in order to receive their wages. Under Gorbachev’s plan, the dicta-
torial elite would extract more of its rents from taxing increasingly productive workers
than from the workers’ labor itself, as had been the case in the past. However, Gor-
bachev met resistance to his reforms from members of the CPSU elite, who feared that
economic liberalization would make the regime too accountable to workers and enter-
prises’ economic interests to retain its dictatorial powers. Rather than striving to allay
his colleagues’ concerns behind closed doors by assuring them that he would preserve
the state’s repressive apparatus for political crimes and liberalize the economy slowly
so that the process never would spin out of the government’s control, Gorbachev de-
cided to liberalize the political regime enough to seek a popular mandate for economic
reform that would force the CPSU elite’s hand (glasnost). Gorbachev invited politi-
cal exiles home, relaxed censorship, and empowered state institutions (particularly the
Supreme Soviet) to act independently of the CPSU elite. The glasnost media bestowed
Gorbachev with a mandate to liberalize the economy. He passed legislation that put
into motion his plan for allotting more decision-making powers to enterprises and in-
creasing their profit-making opportunities. Additional legislation empowered workers
to elect their enterprise’s manager.>?* For all intents and purposes, the CPSU had se-
lected enterprise managers up to then. Economic and political liberalization frightened
enterprise managers and other CPSU notables. They feared losing their power due to
either losing elections for manager or the whole communist dictatorship collapsing.
Since no one knew how far Gorbachev would take political liberalization, doubts be-
gan surfacing as to whether the regime would forcibly protect the CPSU’s interests and
its paramount political position, to which enterprise managers and their superiors owed
their jobs. A crisis of confidence in the regime commenced, galvanizing enterprise man-
agers and other CPSU notables to begin hedging against the regime to secure importance
and comfort in a post-Bolshevik Russia.

As decreasing certainty that the regime would defend itself joined high economic
monitoring costs and growing worker dissatisfaction as factors weakening the Soviet
regime, enterprise managers and other connected communists had to decide whether
to wield their still preponderant influence to grab and privatize state assets in order
to ensure their importance and comfort after the regime collapsed. But, a run on the
state’s assets by the connected and powerful in the CPSU would hasten the dictator-
ship’s collapse. Whether a CPSU notable should choose fidelity to the regime over

33Dowlah and Elliot (1997: 189).



7.1  Dictatorships in the Soviet Union, China and North Korea 203

grabbing assets depends on the perceived weakness of the dictatorship and how valu-
able the available assets are. If the regime appears weaker, the incentive to grab assets
is marginally higher. The incentive to grab assets is also marginally higher when the
assets are marginally more valuable and promise a richer future.

In 1989,the CPSU’s power to enforce its will lost most of its credibility. The March
elections for the Congress of People’s Deputies for the first time allowed those not be-
longing to the CPSU to run and voting was by secret ballot. Although the CPSU retained
its majority, many sitting CPSU members lost their seats to dissidents.>* Then, in July,
more than 100,000 miners went on strike to protest low pay and poor working condi-
tions. Labor unrest had not reached such proportions since Stalin began constructing
the administrative-command economy back in the 1920s. But, rather than resorting to
Stalinist terror to reinforce the credibility of the state’s repressive apparatus and thereby
discourage further collective action against the regime, Gorbachev negotiated with the
miners. These events convinced many CPSU notables that the Soviet dictatorship was
irreparably weak and to abandon the regime by wielding their influence to obtain state
assets. The only alternative was forcibly reversing the reforms that had already gar-
nered acclaim in the Soviet media. From the get-go, few considered forcibly restoring
the fading communist dictatorship feasible. And, after the failed August coup against
Gorbachey, its chances died. Yet, enterprise managers and other CPSU notables did not
desert the dictatorship only because of the regime’s frailty. The wealth of Soviet as-
sets, from factories to commodities, also tempted them. If one boasted weighty CPSU
connections when the USSR disintegrated, many opportunities to enrich oneself arose.

Kotz and Weir (1997: 117) describe how, during the death throes of the USSR,
CPSU connections rather than technical knowledge contributed to success in business
because word of prospective business opportunities rarely reached workers and only
those connected to individuals running Soviet enterprises or organizations managing
lots of money could procure financing. Before the emergence of a private banking sec-
tor, the only source of credit was state and CPSU organizations handling large amounts
of cash. They would only lend it to people they knew and trusted, who were invariably
CPSU notables. Mikhail Khodorkovsky participated in organizing Komsomol’s (the
CPSU’s youth wing) Center for Scientific and Technical Creativity. In 1988, Khodor-
kovsky and some associates founded a bank. They lacked the equity to finance the
project themselves so they each brought the CPSU and state agencies that they worked
for into the venture as investors. Khodorkovsky obtained equity from the Center for
Scientific and Technical Creativity while other parties committed the State Committee
for Science and Technology (part of the state’s central planning apparatus) and Zhilsots-
bank (part of the state banking system).>?* Thus, Khodorkovsky and his colleagues in-
vested CPSU and state money in a private bank whose success would shake the CPSU
and state’s monopoly of finance and consequently their economic and political power.
Many managers of state banks merely privatized the ones they managed, transforming
them into joint-stock companies in which they owned the largest or even a controlling
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share. The pattern of managers privatizing the enterprises they managed extended be-
yond banks to most industries. Former managers of state enterprises headed 68.1% of
the 267 Muscovite businesses in a 1993 random sample.3?* Many CPSU notables en-
riched themselves in this flood into the market at the regime’s expense. However, if the
USSR lacked the industrial and natural wealth it had, the marginal benefit of abandoning
the regime would have been lower. The scope of wielding political influence to obtain
assets reached the scale of grabbing entire republics. In 1993, the leaders of eleven for-
mer Soviet republics were formerly high-ranking communists and five had once served
in the Politburo. So, the prizes dangled in front of CPSU notables as the Soviet regime
atrophied encouraged sabotaging their own dictatorship rather than trying to salvage it.

7.1.2 China’s Economic Liberalization

Maoist China’s economic and political organization closely resembled that of Stalin’s
Soviet Union. Like Stalin, Mao hoped to develop his country’s heavy industry rapidly
in order to catch up with the West. Albeit, China’s Five Year Plans and the Great
Leap Forward (1958-60) were not as successful in industrializing China as Stalin’s first
two Five Year Plans were in the USSR. After Mao died in 1976, Deng Xiaoping, like
Khrushchev and his successors, wanted to develop his country economically so that it
could eventually catch up with and then compete with the Western democracies. And,
again like his Soviet reformist counterparts, Deng realized that long-term economic
development required shifting some investment in heavy industry towards light industry
and consumer goods, diversifying the economy, and investing more in technological
improvements and creativity of labor. Mao Zedong, like Stalin, favored heavy industry
at light industry and consumer goods’ expense.*?’” However, as shown above, greater
emphasis on light industry and consumer goods diverts more resources to less input-
intensive industries, thereby reducing serial bureaucratic competition. And diversifying
economic output decreases parallel bureaucratic competition. So post-Maoist China,
like the post-Stalinist USSR, would have to trade higher economic monitoring costs
for brisk economic development. Human capital accumulation would have the same
implications for China as it did in the USSR.

China’s dictatorial elite, however, decided to forestall the shirking and pilfering that
eroded the Soviet regime by gradually liberalizing China’s economy as it refocused on
light industry, consumer goods, and human capital accumulation. By privatizing parts
of the economy, the Chinese regime had to monitor fewer industries, enabling it to spend
the residual on monitoring the industries that remained state-controlled and enhancing
the security apparatus. Because most of the Soviet hierarchy feared the political reper-
cussions of economic liberalization, Gorbachev felt that he had to liberalize unilaterally
the USSR’s political institutions to effect economic liberalization by popular mandate
over the objections of his own Party colleagues. Most of Deng’s colleagues, on the other
hand, were more daring and supported the incremental introduction of free-market re-
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forms, obviating the need for democratization. By reforming the economy very me-
thodically and reversing reforms when they proved undesirable, the CCP maintained
its continuing grip on economic and political power, disillusioning anyone who might
speculate that the regime’s hold on power may slip and economic reforms spiral out of
control.3?® Thus, throughout the reformation process, no one doubted that the Commu-
nist Party would remain in complete control of the country, and the crackdown on the
1989 Tiananmen Square protests dispelled any doubt. Very methodically the state dis-
banded the communes and cooperatives and leased agricultural land to private families,
allowed private ownership of capital, established Special Economic Zones on China’s
southern and eastern coast,where trade and foreign investment were encouraged, and
permitted private enterprises to compete with public one’s, which were reorganized to
operate on a profit-making basis.3?* These reforms broke the state’s monopsony of labor
and switched the state’s role from employer to employee, more reliant on the workers in
the market for revenue than workers are on the state for wages. And, as predicted above,
to maintain it dictatorial control after this role reversal, China’s government needed to
find a happy balance between accommodating the burgeoning worker and business in-
terests and repressing political dissent. The CCP’s commitment to building a “harmo-
nious society” by improving education, medical care, and social security represents the
accommodating face of the balance while the 2008 crackdown on Tibetan rioters repre-
sents the repressive face.

7.1.3 The North Korean Regime of Kim Il Sung

The North Korean communist regime remained true to orthodox Stalinist economics
until very recently. Kim II Sung began imposing an administrative-command econ-
omy after the Korean War. And, in 1958, the Korean Workers’ Party (KWP) completed
collectivizing agriculture and owned all North Korean industry, cementing itself as the
national employer and its citizens as its employees.*** At this point, North Korea’s econ-
omy closely resembled the USSR’s after the First Five Year Plan. Like Stalin, Kim Il
Sung prioritized heavy industry at the expense of light industry, consumer goods, and
agriculture. And, North Korea experienced phenomenal economic growth throughout
the decade following its adopting an administrative-command economy.**! The North
Korean regime’s singular emphasis on heavy industry ensured ample serial and parallel
bureaucratic competition that restrained direct economic monitoring costs. But, North
Korea diverged from the USSR and China’s trajectory when,facing substantial diminish-
ing returns from investment in heavy industry in the 1970s, Kim Il Sung refused to shift
investment from heavy industry to other sectors. Thus, he kept direct economic monitor-
ing costs down by not employing more workers in less input-intensive industries, which
would have reduced serial bureaucratic competition, and did not diversify production,
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which would have reduced parallel bureaucratic competition. With less opportunity to
shirk or pilfer, workers enjoyed fewer chances of obtaining means beyond government
wages. In fact, until the 1980s, the North Korean regime even banned cultivating private
kitchen gardens so that even farmers on the collectives would be completely dependent
on the state for food rations and therefore more obedient to the state.>*?

The North Korean regime also deters shirking and pilfering rents more effectively
than the post-Stalinist USSR because it punished and continues to punish such behavior
more severely. Although North Korea’s isolation conceals most of what occurs inside,
defectors and refugees paint a clear picture of the regime’s penal system. Many speak
of “daily executions of ‘criminals’ who had stolen two pounds of maize or a couple
eggs.”3¥ Additionally, between 150,000 and 200,000 people are estimated to perform
forced-labor in the North Korean Gulag.*3* All reports from defectors and refugees re-
late that “North Koreans are under tight surveillance” and “believe that various forms of
political surveillance agents always surround them.”333 Not only are the punishments for
shirking and pilfering rents extremely severe, but no one feels immune from them. This
perpetuation of Stalinist terror strays from Khrushchev’s dismantling of the USSR’s
archipelago of forced-labor camps and Brezhnev increasing job security for enterprise
managers. The primary reason that North Korea’s punishment can be more severe than
its counterparts in the later USSR or China is North Korea’s paucity of human capital.

North Korea’s dearth of human capital translates into lower worker productivity,
which makes it marginally cheaper to replace, imprison, or kill a North Korean worker
than a post-Stalinist Soviet or post-Maoist Chinese one. That means that the collateral
economic monitoring costs are lower in North Korea. The poverty of education and re-
sulting deficit of human capital in North Korea is palpable. Hunter (1999) estimates that
“only about 30 to 40 percent of middle school graduates go on to high school” and “less
than 10 percent of high school graduates go on to college (two-year) or university (four-
year).”33% And, undoubtedly, the few who attend college gained admission because they
are the next generation of the dictatorial elite and therefore have the least incentive to un-
dermine rent collection. Another indicator of North Korea’s poverty of human capital is
that, while China has produced five Nobel Laureates and the USSR seventeen and each
country boasts many internationally-acclaimed physicists, chemists, and economists,
North Korea has neither produced any Nobel Laureates nor even any scholar of interna-
tional standing in any field. North Koreans’ isolation from and ignorance about the rest
of the world also contributes to the regime’s durability. In the USSR and China, wide-
spread knowledge of Western living standards fomented worker dissatisfaction with the
prevailing system of labor compensation, inciting workers to rebel against the system
by shirking and pilfering. However, in North Korea, until recently, workers have had
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fewer reference points with which to gauge their wellbeing relative to the rest of the
world. North Korea’s isolation reached proportions unrivalled by the USSR and China.
Only the highest echelon of the dictatorial elite may own foreign books or magazines
and citizens still must report purchases of radios and televisions. The regime censors
the stations and channels and sometimes inspects sets unannounced to ensure that they
are not tuned to anything but official programming.3*” Possession of radios that can
pick up foreign signals and illegal telephone calls outside North Korea can result in im-
prisonment, forced labor, or death. Geography traditionally exacerbated the isolation.
The 2.5-mile Korean Demilitarized Zone blocks North Koreans’ access to South Korea
while the Yalu River, whose shore is dotted with North Korean snipers ordered to shoot
to kill people fleeing the country, limit contact with China and Russia. However, North
Korea’s insularity has decreased in the last decade. When China started importing DVD
players and newer VCRs at the turn of the millennium, North Korean smugglers bought
up many of the obsolete VCRs and illegally sold them in North Korea. The most pop-
ular videos in North Korea are South Korean television dramas.**® These soap operas
depict a rich South Korea, an image that conflicts with the regime’s unfavorable ren-
dering of the world outside North Korea. If a sizeable number of North Koreans come
to believe that the television dramas accurately portray the South Korean standard of
living, North Korean workers could grow increasingly dissatisfied with the regime and
more prone to abandon it. North Korean workers can also deduce the relative under-
development of their country by comparing the shoddy consumer goods made in North
Korea with the increasing number of goods being smuggled in from South Korea that
are of superior quality.3%°

North Korea’s low standard of living may actually shore up the regime. The North
Korean economy’s weakness promises fewer riches to those who might abandon the
regime should it totter in order to wield their influence to grab as many state assets as
possible. While the USSR boasted the industry of a superpower and vast reserves of
natural resources, North Korea’s GDP equals only about $40 billion.>* Consequently,
if the regime started to flounder, members of the dictatorial elite probably would be
more reticent to abandon the regime than their Soviet counterparts were, thereby giving
the North Korean regime a larger window of opportunity to regain its balance than
Gorbachev had.

The North Korean regime has proved the most durable communist dictatorship be-
cause (1) its economic organization held direct and collateral economic monitoring costs
below those in the late USSR and contemporary China; (2) it kept its population rela-
tively more ignorant of living standards in the rest of the world; and (3) it generated
a relatively smaller economic pie. However, circumstances have begun to force Kim
Jong 11 to reform North Korea’s economy to finance his regime. South Korea’s central
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bank estimates that North Korea’s economy contracted throughout the 1990s, particu-
larly severely in the middle of the decade when a famine may have killed up to 10%
of the population.>*! The economic contraction forced the regime to scale back its bud-
get from $19.19 billion in 1994 to $9.13 billion in 1997 and it has moved little since.
With less revenue to spend, the regime had to relinquish its command over swathes of
the economy. The state manages priority industries, including munitions and heavy in-
dustry while entrusting light industry and the manufacture of consumer goods to the
market.**> Most importantly, the state has abdicated responsibility for food production
and rationing. During the famine, North Korean farmers had to violate the restrictions
on private agriculture to survive. The rationing system collapsed and workers had to
pilfer assets to pay for food, as the authorities could not muster the money to pay their
salaries. Extreme conditions impelled North Koreans to risk severe punishment to steal
the dictator’s rents and quit working for the government to trade in the black market.
Presented with a fait accompli, the North Korean regime adapted itself to the break-
down of the strict command economy. On 1 July 2002, the North Korean government
passed reform measures that granted enterprises more operational autonomy, includ-
ing a more self-supporting accounting system, and gradually abolished the rationing
system for food and other daily necessities.>*> Like Gorbachev, when the North Ko-
rean regime needed to contain rent leakage, they turned to markets. In 2003, the North
Korean government legalized most black market activity by sanctioning the trade of in-
dustrial in addition to agricultural goods. Kim Jong-il hoped that by legalizing the black
market and taxing it, he could stimulate economic growth and recapture rents by tax-
ing the market. But, as his regime grew more dependent on taxing markets to fill his
coffers, his regime transformed itself from employer to employee. Like the USSR and
China when they made that transition, North Korea’s leadership needed to decide how
to balance accommodating the economic interests of its subjects with military repres-
sion. Kim Jong-il’s Military First policy has gravitated toward the latter and the regime
displays no willingness to reform its Gulag. However, Kim may make some conces-
sions to his people. Each January 1, North Korea’s dictatorial elite articulates its policy
objectives for the coming year in an editorial. The 2007 editorial emphasized raising
North Korea’s standard of living more than its predecessors, which focused more on
the military aims. The editorial said, “We should decisively improve the production of
consumer goods by waging a revolution in light industry” and “steadily increase the
quality and variety of consumer goods.”*** This new emphasis on increasing the quan-
tity, quality, and diversity of light industry and consumer goods portends less serial and
parallel bureaucratic competition, weakening the dictatorial elite’s command over the
economy, which is already reeling from privatizing part of the economy. Throughout
the 1990s and early 2000s, despite international speculation that the North Korean com-
munist regime would collapse and plummeting state revenues, there was no exodus of
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communist notables. This in part because there was so little to grab that most members
of the regime probably assumed that few opportunities for enriching themselves would
exist in a post-communist North Korea, especially if it united with the South. Conse-
quently, after more than a decade of uncertainty the North Korean regime is regaining
foothold and may try to suppress some of the economic freedoms granted to survive
through the toughest years. In October 2005, North Korea proscribed private sales of
grain and reconstituted the centralized food rationing system.>* If Kim Jong-il suc-
ceeds in reasserting the state’s monopoly of capital and monopsony of labor, the North
Korean regime will regain most of the stability it lost during the famine, the only lasting
effect being a public less ignorant of the living standards elsewhere in the world.

7.1.4 Concluding Remarks

Communist regimes must reform or collapse when they can no longer collect enough
rents from their administrative-command economy to finance the essential command
apparatus. Therefore, any political or economic decisions made by the dictatorial elite
that reduces confidence in the regime’s capability to collect rents and crush dissent,
forcibly if need be, can bankrupt a regime. For just fear that a regime cannot collect
its rents is sufficient to spark a panic amongst its communist notables, who will want to
grab what assets they can from the party and state before the regime collapses, which
otherwise would leave them politically and economically broke. The run on the com-
munist state’s assets resembles a bank run and each usually results in the institution’s
failure. Fears that perestroika and glasnost would eliminate the regime’s capability to
collect rents and crush dissent forcibly brought down the Soviet regime. The CCP’s
transparent willingness to destroy any challenges to their clearly demarcated political
and economic prerogatives has spared the CCP from the CPSU’s fate. Also, a secure
stream of revenue from an ever-growing Chinese economy improves the credibility of
the CCP’s capacity to finance its apparatus of control.

As long as North Korea can finance its administrative-command apparatus, Kim
Jong-il has nothing to fear. Although he has become more reliant on taxes to finance his
regime, Kim Jong-il can reduce that reliance by dismantling part of his nuclear program.
North Korea has already proved that it can supplement the income it generates from
narcotics trafficking, counterfeiting, and dealing conventional weapons, by demanding
payments from the U.S., South Korea, and Japan in exchange for dismantling part of
his its nuclear program. If those payments are large enough to reduce substantially
the regime’s reliance on its population to finance what remains of the administrative-
command apparatus, not only will it increase the regime’s capability to collect rents and
crush dissent but also to use its more secure footing to reassert state ownership over
some of the market enterprises, which would safeguard the regime for the foreseeable
future.
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7.2 Spain and Cuba in Comparative Perspective

On February 19th 2008, when Fidel Castro announced that he would no longer return
as the president of Cuba, it seemed that Cuba had finally reached the end of an era.’#¢
The long awaited resignation seemed imminent after Fidel’s brother Raul assumed pres-
idential duties two years earlier, and yet it was this moment in history that marked an
official turning point for the country. The question on everyone’s minds: is Cuba finally
ready to become a democracy? While scholars have speculated a great deal about the
consequences of a democratic Cuba, few have examined the nature of such a transition.
How will the processes of liberalization, democratization and consolidation manifest
themselves in a country that has lived under strict socialist rule for over forty years?
In order to better understand Cuba’s prospects for a democratic future, it is important
to place it within the larger context of the other so-called “third wave” democracies. In
this paper, I look at Cuba in comparison to both the traditional theoretical model and the
case of Spain, acknowledged by political scientists®*’ as the classic example of a pacted
transition to democracy. The goal is to examine the extent to which Cuba’s trajectory
parallels that of post-Francoist Spain and to analyze the impact of their similarities and
differences on the outcomes that may result.

The existing literature concerning transitology varies greatly in its approach to the
subject of democratic transitions. While scholars differ in opinion as to how exogenous
factors catalyze, define and contribute to the movement from one phase to the other, they
have reached a broad consensus on the model for approaching democratic transitions.
Political scientists have defined three stages of the transition process: liberalization,
democratization and consolidation.

The first stage of any transition to democracy is liberalization. Liberalization is a
political opening taken usually by the authoritarian government itself that guarantees the
rights of individuals and the autonomy of social groups.>*® Moreover, it allows political
groups and political parties to organize. Key features of liberalization may include both
social and political changes including the extension of amnesty to citizens, the release
of dissidents from prison, the writ of habeas corpus, the return of exiles and increased
freedom for the media. While liberalization cannot be measured by a simple checklist,
it must be a marked change from the status quo ante in terms of the protection received
by individuals and groups against violations of basic human rights. It is the regime’s
willingness to tolerate at the very least the existence of some form of opposition that
truly characterizes the move to liberalization.

Unlike the characteristics that define it, the causes of liberalization tend not to be
so easily categorized. In some cases, authoritarian leaders believe that liberalization is
a strategy for consolidating, legitimizing and increasing their monopoly on power. In
other cases, liberalization is the only path for the exiting regime to control the pace
of an inevitable transition to democracy. In yet others, military defeat or coup d’état
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lead to extreme dissatisfaction or regime collapse. Przeworski proposes four possible
factors that can contribute to the breakdown of authoritarian regimes and the initiation
of liberalization: lack of functional purpose, loss of legitimacy, conflict within the ruling
bloc and compromise as a result of foreign pressure to democratize.**® These factors
are not mutually exclusive by any means. Rather, they are indicative of fissures in the
power base of the authoritarian regime that may force liberal change.

While liberalization does not necessarily lead to democratization, it does lower the
cost of individual and collective action.’*° In doing so, it allows for the development of
more than one type of political actor. These can roughly be classified at this stage as
hardliners and softliners. Hardliners are staunch supporters of the status quo authoritar-
ian regime, while softliners, as the name would indicate, are more open to reform and a
broader dictatorship. Softliners can themselves be divided further, as we will see during
the democratization phase of the transition. It is important to emphasize that while lib-
eralization is ideally a precursor to democratization, this is not always the case. As we
have seen in post-Salazar Portugal, liberalization can occur concurrently with democra-
tization. It can also, in a few rare cases never progress to democratization, as seen after
the Tiananmen Square massacre, where liberal protest led to severe repression. How-
ever, in most cases, the regime is forced to either incorporate a few autonomous groups,
repressing everyone else to return to the authoritarian equilibrium or open the political
agenda to consider the possibility of democracy.3*' The choice depends largely on the
cost of repression, whether it will successfully produce the results necessary to return to
the authoritarian status quo, and whether that status quo is a desirable or advantageous
one for the hardliners. Additionally, hardliners and softliners alike must have full and
accurate information about each other’s preferences. If softliners prefer a full transition
and not just liberalization but do not indicate this to hardliners, chances for repression
or revolution are high.

Assuming liberalization moves forward and a democratic transition is still plausible,
we are now at a stage where actors must come forward and identify themselves as sig-
nificant interest holders in the formation of a new regime. The game is one of credible
threats and credible promises. Interest groups must be willing to compromise but they
must also be able to contribute significantly to the negotiation process, enough that their
lack of participation would be indicative of an incomplete or flawed transition. The best
process for distinguishing these groups is through elections, which are the true marker
of the movement into the democratization phase of the transition process. Unlike lib-
eralization, democratization places emphasis on choosing institutions and developing
the new “rules of the game.”*>?> Democratization, as defined by Linz and Stepan “re-
quires open contestation over the right to win control of the government, and this in turn
requires free competitive elections, the results of which determine who governs.”3>?
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After elections have been held and all major players have been identified, it is pos-
sible for these players to engage in a pact making process. As Linz and Stepan have
emphasized, pacts are not necessarily required for a democratic transition, nor are they
always democratic by their very nature.>>* Whether relevant political actors are able to
engage in the pact making process depends on two factors: the transition path under-
taken and the role and type of the exiting authoritarian regime. The classic negotiated
transition path, also known as reforma pactada-ruptura pactada (agreed reform-agreed
rupture), is impossible in both totalitarian and sultanistic regimes as there is no room for
democratic opposition and no regime moderates are allowed to organize or voice their
discontent. In fact, only a mature post-totalitarian regime that believes that elections are
a way to consolidate their support base could progress to negotiations. However, this
transition type is ideal for authoritarian regimes where a reasonably active civil society
and some form of political opposition allow for pacts between pro-regime moderates
and pro-opposition moderates. It is this scenario that we will focus on in this paper.

For other transitions paths, including defeat in war, regime collapse, extrication from
rule by hierarchically led military and interim government after coup by nonhierarchical
military, armed insurgents or mass uprising, the likelihood of a pacted transition is con-
tingent upon a variety of variables which depends on regime type.>>> While we will not
be focusing on these other transitions paths, it is important to note that pacts require that
party leaders are not only able to organize and form coalitions between themselves, but
that they are also able to convince their followers to abide by the terms of the pact.3>
When regime conditions are not conducive to either of these elements, it is unlikely that
a pact will be maintained after it is formed.

Now that we have limited our scope to reforma pactada-ruptura pactada transitions
in authoritarian regimes, we can examine the process of democratization in such cases.
As previously mentioned, the pact making process must involve all relevant political ac-
tors in order for the resulting pact to be acceptable to all voting citizens. O’Donnell and
Schmitter have distinguished four types of political actors: hardliners, radicals, reform-
ers, and moderates.*>” Hardliners are those who prefer the authoritarian status quo, and
they “tend to be found among the repressive cores of the authoritarian bloc.”3*® On the
opposite end of the spectrum are radicals, who favor sweeping political and economic
reforms. In between these two groups are moderates and reformers. Przeworski dis-
tinguishes reformers from moderates by placing reformers within the authoritarian bloc
and moderates within the opposition block along with Radicals. Reformers, he says
“tend to be recruited among politicians of the regime and some groups outside the state
apparatus: sectors of the bourgeoisie under capitalism, economic managers under so-
cialism.”3* They are more likely to work with the authoritarian regime in producing
centrist-oriented reforms. Moderates are less willing to cooperate with the hardliners,
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although they are more likely to do so than radicals. In fact, this is what distinguishes
them most from radicals. “Moderates and radicals need not represent different inter-
ests. .. Moderates may be those who fear hardliners, not necessarily those who have
less radical goals™*® In terms of their risk preferences, both hardliners and radicals are
risk-insensitive while moderates and reformers are more risk-averse.>¢!

Given the risk preferences of all actors involved, “extrication”%? from the authori-
tarian regime can take place under three conditions®®3:

(1) Reformers are able to neutralize the threats posed by hardliners and incorporate
their interests

(2) Moderates are able to neutralize the threats posed by radicals and incorporate
their interests

(3) Reformers and moderates are able to reach an agreement to establish democratic
institutions under conditions favorable to all four parties

This process is accomplished via bilateral and multilateral negotiation, often in the
context of a constitutional assembly or constitutional congress. The pact that results,
usually a constitution, is an official statement of the rules of the democratic game that
all players have agreed to abide by.

But once these rules are adopted, how can we be sure that democracy has in fact
been achieved? In other words, how do we determine whether democracy has consoli-
dated, or that democracy is the “only game in town?"*%4 Before answering this question,
we must first define what constitutes a consolidated democracy. The term consolidation
refers to the solidification and institutionalization of democracy. More specifically, it
means that all players acknowledge the legitimacy of democratic governance as the
best and only option. Linz and Stepan define this concept further by delineating three
types of consolidation: behavioral, attitudinal and constitutional.>®> That is, those who
lose agree to continue to stay involved in the political process (behavioral), all players
agree that democracy is the best system despite the results of any one election (attitu-
dinal), and everyone accepts the results of the democratic process as legitimate (con-
stitutional). They define five arenas of a consolidated democracy, which must exist in
order for a functioning democratic state. The first is a free and active civil society that
is granted freedom of association and communication. Secondly there must be an au-
tonomous political society, chosen by free and fair elections. There must also be rule of
law, guaranteed by the constitution, to ensure basic rights and freedoms are respected.
Fourth, there must be a state bureaucracy in order to enforce democratically sanctioned
laws. Finally, there must be an institutionalized economic society, which consists of
a series of norms, regulations, policies and institutions, whose goal is to produce the
surplus necessary to carry on the functions of government and provide a financial base
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for democracy.>*® Przeworski outlines similar conditions, citing an institutional frame-
work for contestation, a competitive representative regime, the channeling of economic
conflicts via democratic institutions and a military under civilian control, as necessary
elements of a consolidated democracy.>¢’

Of the three stages of the democratic transition, consolidation is in many ways the
most difficult to identify and achieve. Its onset is usually marked by the adoption of a
constitution, and the peaceful transition of power from one party or ruler to another. It
is also important to emphasize that consolidation can easily be reversed. Many nations
revert to nondemocratic regimes, despite reaching the consolidation phase. In many
ways it is the most vulnerable stage because it is the period during which institutions are
tested for their strength and ability to withstand shocks, such as economic and political
crises.

We will now apply the general model for democratic transitions to the case of Spain.
Spain is widely acknowledged by political scientists as a classic example of a reforma
pactada-ruptura pactada transition to democracy.*®® Because of this it provides an inter-
esting comparison to modern day Cuba, which is very similar to Spain in 1975, immedi-
ately after the death of Franco. A reforma pactada-ruptura pactada transition by its very
nature involves a pact between the exiting regime and the incoming democratic forces.
It is most likely to occur in authoritarian regimes, where a relatively independent civil
and political society is available after some liberalization. In the case of Spain, this tran-
sition was largely led by elites, because these individuals were capable of mobilizing
their groups for negotiation.

Historically, Spain had made attempts at democracy throughout the nineteenth cen-
tury. The Second Republic, which lasted from 1931-1936, was a highly leftist, anti-
monarchist, socialist, secular and federalist state. This was abruptly put to an end by a
military coup led by General Francisco Franco, which led to civil war and a new regime
under Franco which lasted from the end of the civil war in 1939 until Franco’s death
in 1975.3%° Franco’s regime was the polar opposite of its predecessor. It was a right
wing, centralized, unitary state that very much supported the role of the monarch and
the church. But unlike many authoritarian regimes, it was highly civilianized as well.
The military remained an institution outside of government, and government structure
was not systematically aligned with military ranks, although many government person-
nel were recruited from the armed forces. In addition, the government was structured
and institutionalized. Franco served as head of state, while his second-in-command Luis
Carrero Blanco served as prime minister. There was also a corporatist parliament, the
Cortes, which represented only those sectors of society that Franco deemed important.
While there was no constitution, a set of seven fundamental laws served as a substitute.
In many ways, Franco was institutionally limited by the regime he had created. The
structure of his government outlined a certain decision making process that allowed for
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a degree of predictability. It was then no surprise when in 1973, the assassination of
Carrero Blanco by Basque separatist group ETA, this framework simply allowed for the
insertion of a new figure into an old position. Carlos Arias Navarro, seamlessly replaced
Carrero Blanco just as two years later, King Juan Carlos was chosen to replaced Franco
after his death. This fluidity in the system allowed the transition to take place from
within, as few questioned the positions themselves but rather the individuals who filled
them. It also assisted the new democratic regime to withstand threats to its stability later
in the transition process.

Spain’s transition to democracy can be clearly divided into three stages of liberaliza-
tion, democratization and consolidation. The liberalization process began once Adolfo
Suarez was appointed prime minister. Suarez replaced Arias Navarro, whose lack of
progress towards reform led to a series of strikes and protests that discredited him. Juan
Carlos, keen to initiate reform but unable to do so himself because of his position as a na-
tional figurehead, submitted to the Cortes the names of two radical leaders and Suarez, a
relatively unknown moderate from the old Franco regime. Suarez was immediately cho-
sen and soon thereafter he began to meet with representatives of the opposition, most
notably Santiago Carillo, the leader of the left wing Communist Party of Spain (CPE),
Felipe Gonzalez, leader of the Social Party of Spain (PSOE), and Josep Tarradellas, the
exiled president of the Catalan regional government. This political opening was pre-
cisely the first step necessary for a gradual and almost invisible liberalization.

Along with the granting of traditional liberal freedoms such as the right to associate
or the freeing of political prisoners, Suarez also achieved three key reforms that allowed
for the transition into democratization. First, he was able to legalize the CPE, which had
previously been banned from participation in politics. This incorporated the interests of
a large population of demobilized voters into the negotiation process, while offsetting a
sizeable threat posed by the CPE, which was the former legitimately ruling group prior
to the 1936 coup. In exchange for their reentrance to politics, Santiago Carillo on be-
half of the CPE willingly abandoned radical ideas for true Stalinist communism, which
in turn allowed Suarez to accomplish yet another key reform, the Moncloa Pact. The
Moncloa Pact “pledged the government to a continuing program of reforms of politi-
cal institutions, the social security system, and the regressive taxation system inherited
from the Franquist regime; to government controls on price increases; [and] to democ-
ratization of the education system.”37°

The CPE and PSOE agreed to use their influence to keep strikes at a minimum,
to limit the demand for pay increases and to accept certain restrictive monetary and
expenditure policies. The pact served as a signal to the international community that
Spain had no intention of becoming communist, especially at the height of the Cold
War era, while also allaying the fears of Franquist hardliners that incorporating the CPE
was not a return to the Second Republic. Finally, Suarez was able to pass the Law for
Political Reform, which effectively called for reform, namely elections, of the Cortes
itself.

30Gunther (1992: 55)
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The 1977 elections set the stage for the second phase of the transition to democracy,
bringing to the foreground the leaders of each group large enough to pose a credible
threat and deliver a credible promise. Within the model of O’Donnell and Schmitter’s
four player game, the hardliners were represented by the military and other staunch
Franquists from the revolution, the reformers were represented by Juan Carlos, who
served as a representative of the Franquist state but who also acknowledged the need for
political reforms, the moderates represented by Suarez, whose party the Union of the
Democratic Center (UCD) had been reelected with a majority, and the radicals repre-
sented by Carillo and Gonzalez of the CPE and PSOE.

The pact-making process can be divided into two categories: the first between the
reformers, moderates and members of the opposition, and the second between the re-
formers, moderates and hardliners within the ruling bloc. Within the first category of
pacts, we see the interaction between what Colomer calls “openists” and “rupturists.”
As evidenced by the Moncloa Pact and the agreement to legalize the communist party,
both players are motivated to cooperate in order to maximize their payoffs.3”! Suarez’s
success in nullifying the radical elements of the CPE and PSOE platforms allowed him
to incorporate a significant threat that would have threatened the stability of any future
democratic regime.

If we consider the second category of pacts as a game with a single force-vulnerable
equilibrium between what Colomer calls “reformists” and “continuists,” we see that
both players are again ultimately motivated to cooperate in order to equalize their pay-
offs as much as possible.>’? In short, they are motivated to pursue “reform by agree-
ment.” However, once there, continuists are more motivated to abandon the outcome
because their payoffs are slightly lower, and so it is the reformists who must utilize
threats and promises to secure the agreement. If we take Sudrez and Juan Carlos as the
“reformists” and the military and staunch Franquists as “continuists,” we see that both
leveraged a series of threats and promises to yield this outcome.

Within the ruling bloc Suéarez eliminated the hardline military threat by working
with Lieutenant General Manuel Gutiérrez Mellado in calling for all military comman-
ders to abstain from politics under penalty of expulsion. At the same time, Juan Carlos
was able to maintain his authority over the military by sheer virtue of his legitimacy as
commander of the armed forces, ensuring that the military would not interfere in the
pact making process. Suarez also addressed hardline Franquist fears of military up-
rising and concerns over separatist movements in the Basque and Catalan regions and
the reemergence of communism. He promised the Franquists the continuation of the
monarchy, the preservation of Spanish unity and the elimination of radical opposition
from politics. At the same time, the legitimacy of the new regime was solidified by the
fact that a sanctioned head of state using existing Franquist institutions had initiated po-
litical change. The active role undertaken by elements of the former regime in creating
the new one assuaged hardline concerns and allowed Suérez and Juan Carlos to neu-
tralize and eliminate significant hardline threats while incorporating this bloc into an
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agreement for reform.

The result of these two types of pacts can be seen in the 1978 Constitution, which
replaced the seven fundamental laws. The new constitution adapted many of the ex-
isting structures and institutions into its framework, maintaining the king as head of
state and establishing a secular parliamentary democracy based on a market economy
with strong elements of social welfare. The constitution also marked the onset of con-
solidation. The Spanish democracy established by the 1978 constitution saw its first
democratic elections under that constitution in 1979. It survived an attempted coup by a
dissenting sector of the military in 1981 and witnessed a socialist party victory in 1982,
marking a peaceful transition of powerful from the ruling UCD party of Suarez to an op-
position party. It also allowed the Basque and Catalan regions to gain autonomy in mid
1981. The absence of any significant protest, unrest, coups or challenges to government
during this period is indicative of attitudinal, behavioral and constitutional consolida-
tion. Institutional legitimacy and electoral results were widely accepted, as democratic
structures became the primary conduits for social, political and economic conflict.

Given both the theoretical and Spanish models, we now turn to Cuba. In many ways,
Castro’s Cuba is very similar to Franco’s Spain. Although the two leaders differ in ide-
ology, both were anti-democratic rulers who relied heavily on repression of dissent and
opposition.>”3 Their autarchic policies, harsh treatment of civilians, and suppression of
independent labor organizations and any political opposition also had tremendous con-
sequences on the governments and economies they left behind. In the case of Spain,
rigid bureaucratic controls had disastrous effects on the economy, while Castro’s wide-
spread expropriation of property also hurt production. Additionally, both economies
suffered foreign exchange crises, which prompted short, oftentimes restricted openings
of the economy to full investment.3"*

Given these similarities between the Franco and Castro regimes and the social and
economic conditions that have resulted, is it possible for us to predict a democratic
transition via reforma pactada-ruptura pactada in Cuba? In the late 1980s, Cuba too
underwent a period of liberalization similar in many ways to the theoretical model. A
sharp decline in gross domestic product and a loss of the majority of its trading part-
ners and Soviet subsidies sparked an economic crisis that forced Fidel Castro to adopt
market-oriented reforms. Cuba was opened to tourism and foreign investment and self-
employment was allowed for certain occupations. In addition, farmers were allowed to
sell their products above certain production quotas at free market prices. Liberalized
agricultural markets, new taxes and a stronger Cuban peso contributed to an increase in
GDP growth rates after 1994. At the same time, relations with other Latin American
nations and the European Union also improved. These economic reforms were also ac-
companied by certain political openings. Two party congresses were convened during
this time in 1991 and 1997 to discuss the authorization of Cuban-owned private enter-
prise and other reforms that would liberalize the economy, perhaps through the creation
of a single national party, such as Mexico’s PRI, or the normalization of relations with
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the United States.’”> While these did not succeed, the mere allowance of such open
debate was a first since the Cuban Revolution took place in 1959.

Unfortunately, liberalization was short lived, as Cuba returned to non-democracy in
2002 after Castro pulled in the reins on discussion of economic reforms. A referendum
in 2002 declared socialism irrevocable as the National Assembly moved to amend the
constitution to reflect this proclamation. In truth, both the referendum and the consti-
tutional amendments were “an overstated, hyperactive and theatrical response”’® the
Varela Project, championed by Oswaldo Paya Sardifias, who presented a petition with
over 11,000 signatures in favor of a referendum on political and economic changes,
more than the 10,000 minimum stipulated by Article 88 of the Cuban Constitution. The
declaration was a victory for Castro, who proved that above all, it was he who was re-
sponsible for directing Cuban economic policy. True to this notion, no party congress
was called between 2002 and 2003, when it was customary to do so.

With the recent resignation of Fidel Castro as president of Cuba in 2008, we now see
the reemergence of debate on economic reform. Fidel’s younger brother Raul, who as-
sumed the presidency a few months later, has begun to implement new liberal economic
policies. His agricultural reforms, removal of wage limits, housing reforms and lifting
of the ban on the purchase of electrical goods including cellular telephones and personal
computers seem to indicate that he too is willing to consider reform. The Cuban Com-
munist Party has also shown signs of liveliness, as the party secretariat was restored for
the first time since 1991 and a plenary meeting of the Central Committee was held in
July 2006 under Raul’s caretaker regime. The shift in emphasis from a highly personal-
istic leader to the head of a political party, in addition to the socially and economically
liberal reforms is indicative of perhaps another period of liberalization. While no polit-
ical openings have been made and opposition groups are certainly not allowed, it seems
that Raul may be open to more than just a short list of reforms.

In many ways, the present day situation in Cuba is comparable to that in post-
Francoist Spain. The presence of a hardline threat from Fidel Castro and staunch mem-
bers of the Cuban Communist Party known as the “Havana Taliban™3"” and the emer-
gence of Raul Castro, a potential reformer from within the system with a great deal of
legitimacy are strikingly similar to the hardline Franquists and reform-minded Juan Car-
los. The question then turns to the remaining two political actors: the radicals and the
moderates. Thus far, the leaders of these blocs have yet to emerge. While Raul certainly
commands his own bloc of loyal followers, it still remains to be seen whether there will
emerge from their ranks an Adolfo Sudrez. And although there are illegally active polit-
ical parties, most operate outside of Cuba within the exile community, as public political
activities on the island by any party other than the Communist Party are not permitted.

However as the wait for the opposition to organize itself continues, many factors
need to be considered when weighing the possibility of a democratic future for Cuba. It
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is here that we may take into account the differences between Francoist Spain and Cas-
tro’s Cuba. We can divide these factors into problems of democratization and problems
of consolidation. Problems of democratization pose specific threats to the formation
of pacts and the development of a consensus on the rules and institutions of the new
regime. While the lack of a clear, unified opposition is certainly the first obstacle to de-
mocratization, there are also issues concerning the role of existing actors, namely the
military, the Cuban Communist party, and Fidel Castro himself.

The Cuban Armed Revolutionary Forces (FAR) is a highly professionalized and
politicized body. The rate of participation in the Cuban military, including the reserves,
has been higher than any other Latin American country since the 1960s.3’® Cuba’s
conscription standards, close to universal military service, make the military truly a
“people’s army.”3”” While the professional nature of the military reduces the likelihood
of a coup,®® the inclusiveness of the armed forces also blurs the line between civilian
and military affairs. The armed forces continue to be a wild card in any pact making
process. While a passive role in government constitutes a reduction in power, they may
value an option that allows them to maintain their institutional integrity.33!

Similarly, the Cuban Communist Party is also an uncertain element in the democ-
ratization process. As a body that relied so heavily on Fidel Castro as the face of their
movement, in is unclear whether the party will be able to stand on its own two feet in
competitive elections. Its institutionalization certainly provides it with a comparative
advantage over other, less well-known opposition parties, but at the same time places it
at a disadvantage if it cannot effectively implement reform. The party must also find a
way to incorporate an increasingly disaffected younger generation®®? who no longer be-
lieve in the cause of the socialist revolution. Finally, it must also develop a new role for
Fidel himself, who now only serves as a symbol of a revolutionary era that once was.
While Fidel Castro may never cease to play the role of figurehead, it remains to be seen
how long his persona will be able to counter the tide of liberal reform.

This leads us to consider problems of consolidation, challenges a newly democratic
Cuba may face after democratization. Chief amongst these are an aging population and
the need for economic reforms. Unlike other Latin American countries, Cuba’s popula-
tion structure is inversely related to its degree of development.3®* Its rapidly aging popu-
lation is not accompanied by a higher average income or greater economic development.
Instead, the size of its labor force is decreasing, placing a strain on government to pro-
vide services to its elderly at a time when resources should be focused on jump-starting
the economy. The economy itself is also in dire need of reform. Low productivity
rates, a small private sector, widespread corruption and no rule of law prevent the ex-
isting economic structures from functioning optimally.®®* Additionally, expropriation
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claims against the government launched by Cuban exiles will also pose a significant
strain on Cuba’s already record-high hard-currency foreign debt, which was reported by
the Banco Central de Cuba to have reached US$12.210 billion in late 2002.3%5 The is-
sue at hand of course is the need for social and economic decentralization, which comes
at a high cost to a regime that is unwilling to relinquish control.3%

A secondary challenge to consolidation is the future role of the international com-
munity and the United States. A stable Cuba is in the interests of both the United
States and the Organization of American States. Past interactions between Cuba and the
United States have hardly been cordial and yet, Ratl’s reforms now give Washington
an incentive to reestablish ties with the country. Whether the international community
or the United States will directly intervene in Cuban politics to push for a transition to
democracy is unclear. In many ways, this could be potentially destabilizing, as a new
regime may not be able to control migration or drug trafficking as well.’®” On the other
hand, foreign assistance to Cuba may help the country’s economy adjust better to liberal
reforms, facilitating its integration into a regional and perhaps global market economy.

Given these problems of democratization and consolidation, what does the future
hold for Cuba? While it is entirely possible that Cuba will undergo a classical reforma
pactada-ruptura pactada transition, following in Spain’s footsteps, there are a great num-
ber of issues that must first be resolved. A large part of Cuba’s future will rest on Raul
Castro’s shoulders. If he is capable of controlling the liberalization process, Cuba may
continue to remain a socialist state. If however, he cannot stabilize the regime after
implementing liberal reforms and a unified opposition forms, a political opening may
become likely.3® If Ratl maintains his role as a reformer in the negotiation, and the
political elite commit to rule of law and the extension of civil liberties, Cuba may see
its first elections in over fifty years, followed by a process of democratization and in-
stitution building. If however, Raul loses control of the process, it is very likely that
extreme reforms will be implemented and Cuba may become very much like China or
Vietnam,*®® communist only in name, with Castro as it’s new Mao. Alternatively, as
Linz suggests, frozen post-totalitarian regimes only witness transitions via mass upris-
ing.3%" The challenge to this transition path in Cuba is a weak civil society and a strong
likelihood of repression.

The democratic future of Cuba continues to remain largely indeterminate. However,
in considering whether a transition to democracy is possible, we can learn a great deal by
comparing Cuba’s current social, political and economic climate to that of a theoretical
model and to the classical example of Spain. While Cuba does not grapple with many
of the issues that Spain did, namely, the presence of a strong opposition threat, and
disagreement over national economic policy and separatist territories, they do have a
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great deal in common. Both Franco and Castro left similar legacies, and as a result, we
see comparable political situations in both countries. The presence of a strong hardline
threat and the emergence of a reformer from within the system lead us to believe that
Cuba may also progress along similar lines as Spain. Additionally, Cuba too must
reconsider its economic structures and the means by which it desires to reform them.
However, before it can proceed, a unified opposition must mobilize, and Cuba must
tackle the challenges of a changing demographic, an undefined military, and a central
party from the Fidel Castro era. How Cuba’s leaders and citizens proceed to respond to
these issues will determine the extent to which it liberalizes and ultimately whether it
will undergo the classic reforma pactada-ruptura pactada transition to democracy.

7.3 Chavez, Bolivar and the Neoliberal Dilemma

Fragile democracies tend to fall into one of two categories—they are usually either
newly-formed democracies or regimes under the constant strain of political or economic
crisis.®! According to the argument of one political scientist, in such fragile democ-
racies popular support for democracy in itself tends to be linked more readily to the
performance of the political system in place and often the political incumbents them-
selves. Damarys Canache (2002) argues that because of the fragile state of Venezuela’s
democratic system after decades of coups, economic crises and overall regional insta-
bility, popular support for democracy is not particularly strong. Failures of particular
political systems or even the incumbent politicians have a greater impact on the popular-
ity of democracy itself than it would in strongly democratic regimes.>*?> Therefore any
perceived weakness in a democratic regime leads to a shift in support away from democ-
racy itself to more radical and autocratic systems of government — of which Chavez and
his Bolivarian Revolution are considered the epitome.

Canache and other critics of the Bolivarian/Chavismo movement tend to make the
mistake, however, of assuming Chavez’s lack of respect for the democratic process
and dismissing Chavez supporters as the poor, uneducated and gullible followers of
a charismatic autocrat. Canache for one points to surveys taken in Venezuela in1995 (as
Chavez’s movement was gaining ground nationally) that demonstrates that the lower
the support for democracy as a political system, the higher the probability that the per-
son surveyed supports Chavez. It wasn’t merely opponents of the previous incumbents
or opponents of the bipartisan Punto Fijo regime that supported him, but “opponents
of democracy” that turned to Chavez and his party, she concludes. Others dismiss the
Movimiento Quinta Republica (MVR) as a “not much more than Chavez’s [personal]
party, despite his failed attempts to turn it into a party of the masses and the predomi-
nance of a leftist orientation in its ranks.”**3 This is perhaps to simplistic approach to
understand the popularity of Chavez and his Bolivarian Revolution.
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While Chavez’s 1992 coup can certainly point to his “opposition to democracy”, the
previous democratic regime (led by Accion Democrética, a social democratic party) also
came about through the process of two coups led by sympathetic military leaders in both
1945 and 1958 — and was institutionalized in a power-sharing agreement removing elec-
toral competition from what was otherwise a democratic regime. By the logic presented
the previous regime could also be construed as anti-democracy, but such a reduction-
ist theorization hardly captures the nuance in the circumstances leading to the Chavez’s
rise—or his opposition’s fall. The economic prosperity propped up by high oil prices
on the international market and a deep institutionalization of the bipartisan consensus
of 1958 created conditions that encouraged highly “risk-preferring” behavior typically
found in oligarchies or autocratic regimes.’** The artificial stability of Latin Amer-
ica’s “exceptional democracy”* led to an artificial sense of security in the status quo
that encouraged risky policy decisions and political insularity that led to the system’s
loss of legitimacy and ultimate downfall by the 1990s — leaving room for “democracy’s
opponent” to enter office in the 1998 presidential election.

Latin America’s economic stagnation and tendency towards political instability has
long been a subject of academic inquiry, and a look at Latin America’s history over the
nearly two centuries since independence from Spain hardly encourages positive views
of their prospects. The past two hundred years of Venezuela’s history, like the history of
the rest of Latin America, is rife with attempts at establishing constitutional government
interrupted by military coups and long-lasting dictatorial regimes. The current era of
democratic rule and the origin of the political system preceding Chavez’s election can
be traced to the post-war period after the ouster of the dictator Juan Vicente Gomez
in 1945.3%% The recently-formed social democratic party AD (Democratic Action) led
the coup with the help of sympathetic military officers and introduced a constitutional
democracy that lasted a mere three years. Within this short-lived democratic period AD
dominated the political landscape with its pro-democracy leanings and its support for
urban labor unions and the rural working class. Of the other three major parties only one,
the center-right Christian democrats (COPEI), proved to be a significant political rival
in what was mostly an AD-run government. The honeymoon period for Democratic
Action was barely over before the army staged yet another coup in 1948 and dismantled
the constitutional government, installing the Carlos Andrés Pérez dictatorship that lasted
for the next ten years.

By the time the four former parties (calling themselves the Patriotic Junta) could
overthrow Jiménez and return democracy to Venezuela, AD could not hope to return to
its short-lived position of dominance within the system again. Facing this prospect the
party ultimately decided to come to an agreement with COPEI, their biggest rival party,
and in 1958 AD, COPEI and URD (Union of the Democratic Republic) signed a power-
sharing agreement called the Pacto de Puntofijo (Fixed Point Pact), agreeing to form a
coalition government that essentially cancelled out any chance of an opposition party

34See the discussion in Chapter 1.
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gaining ground against them. The agreement also forced AD and COPEI to moderate
their positions and move their ideological and policy positions towards the center.

In agreeing to this coalition pact the parties’ ideological shifts were following tra-
ditional election theory. In sharing power and combining forces they were essentially
combining the electoral power of their respective constituencies, representing the inter-
ests of a “super-bloc.” When parties representing large swaths of interests join forces,
the party members begin to moderate their positions because they hope to appeal to an
ever-widening base of diverse interests in order to win the broadest base of support.
The assumption, however, that a consensus of power means a consensus of interests is a
false one. A distinction must be made between the policy preferences and beliefs of the
electorate. The parties’ consensus thus assumed the representation of a populace whose
interests were rendered artificially monolithic. The relative competency valence was
exceptionally high for the AD/COPEI alliance due to Venezuela’s lack of experience
with democracies led by any other political parties—giving the impression of a policy
mandate that would turn out to have much narrower support as years passed under the
consensus.

Venezuela’s unprecedented economic growth and the stability of its seemingly func-
tioning democracy encouraged foreign policy experts and political science scholars to
dub it the “exceptional democracy.” The international economic boom in the post-war
era and militarization responding to Cold War tensions increased demand for oil, and
instability in the Middle East by the mid-1960s only added to this, bringing unprece-
dented growth to the Venezuelan economy. Compared to the political instability and
dictatorships rising to and falling from power through the 1960s and 70s, Venezuela’s
prosperity and stability seemed to be a happy anomaly. Even during this time period,
however, the country’s dependence on oil revenues for much of their growth left the
nation’s economy at the mercy of the international oil market — and the government
relying too heavily on oil revenues to keep their economy and their political support
afloat. While Venezuela’s oil had been a chief export since the discovery of the first
deposits in the 1920s, it was with the 1958 consensus that the government and its elec-
torate explicitly linked the success of the ruling regime to the successful distribution of
oil rents and the guarantee of an increasingly better living standard.?*’ Unfortunately
the democratic process in and of itself does not guarantee this goal, and a strong rentier
state was Venezuela’s guarantee. As long as the oil flowed and the state could distribute
rents, whether through transfer payments or other social programs, the coalition could
hold together. Whenever the economy showed signs of slowing down, the government’s
legitimacy would be questioned and deep-seated class divisions and greater political po-
larization would bring unrest. For a time, however, an abundance of oil and good prices
allowed the government to operate as it wished.

With the solidity of the Puntofijo coalition and a booming economy as a result
of consistently high oil prices, both AD and COPEI began to further entrench them-
selves into civil society and government institutions. The parties became increasingly

37Romero (1997: 2).
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involved with labor unions, making deals with union leadership to give them greater
control. Greater collaboration with foreign oil companies to maintain consistent access
to Venezuelan oil led to high levels of corruption, and without a substantial opposition to
blow the whistle or pose a threat to the coalition’s reelection the problem only continued
to worsen.>*® Even in the decades preceding this tense period, the Venezuelan govern-
ment felt acute anxiety over giving the impression of such strong ties to foreign oil cor-
porations, for example requesting that the State Department not make announcements
publicly about the content of trade deals and the government’s concessions to oil com-
panies, particularly before close elections.3?” Instead of solving deeper inequalities in
the socioeconomic structure, an abundance of oil revenues merely masked the problem
by providing enough revenue to keep its social programs afloat. Price increases caused
by crises in the Middle East in 1973 simply perpetuated the situation, allowing succes-
sive administrations to establish more and more programs and sink the country deeper
into debt without immediate consequences.*”® An increase in a nation’s wealth does not
necessarily turn a regime from an autocracy to a democracy—it merely insulates current
democracies from devolving into autocracies.**! By the same token, poor democracies
are far more fragile than poor autocracies, particularly if they are recently established
or otherwise under strain preventing the establishment of a stable democracy—“fragile”
by Canache’s definition (Canache, 2002).

Oil revenues allowed the relatively new democracy to maintain power and achieve a
sense of stability (however illusory it was) not possible in the rest of Latin America.*0?
Still, for all the praise of Venezuela as an exceptional case in comparison with the ris-
ing totalitarianism in Latin America in the 1960s and 70s, the country’s growth was
nevertheless constrained by the lack of competition in the new democracy. Instead of
consolidating a democracy in Venezuela, the power-sharing agreement of 1958 created
an electoral bargaining system, effectively preserving the image of a democracy while
removing the potential for actual competition and excluding new parties in the process.
As Anibal Romero explains, “Neocorporatist pacts predicated on gratifying utilitarian
expectations may be useful as tools for compromise. .. [but] they do not necessarily en-
tail a deep normative commitment to democracy per se.”**> When a governing regime
is so stable that it does not risk a loss of power without a severely obvious blow to le-
gitimacy, calling the system open and democratic is difficult. In addition, in such a
system corruption begins to run rampant which not only privileges one class at the ex-
pense of another, but also hides the true costs of particular policy gambles, putting the
country’s economic welfare at risk. Japan’s one-party democracy for example led to
a level of economic manipulation that hid the costs of economic gambles the govern-
ment took, resulting in an unanticipated collapse in the property market in the 1990s.
The Black Friday economic crisis of 1983 resulted in a drastic devaluation of the boli-

38ElIner (2007: 77)
3Tinker Salas (2007).
400Romero ( 1997).
40lPrezeworski et al. (2000).
402prezeworski et al. (2000).
403Romero (1997: 11).



7.3 Chavez, Bolivar and the Neoliberal Dilemma 225

var currency, but the bad rentier habits of previous administrations continued, sinking
the country even further into debt and causing a rise in economic inequality. By the late
1980s, Venezuelans were increasingly disappointed with the government’s ability to de-
liver on its promises and the extent of the patronage and corruption in the government,
and pressure mounted.

The most infamous event symbolizing this total collapse of the Punto Fijo consen-
sus and institutionalized party system was the 1989 uprising known as the Caracazo (so
named for the city of Caracas where it initially broke out). Falling oil prices and the re-
sulting fall in national income led to an economic downturn in the late 1980s after nearly
three decades of relative prosperity, and the reelection of AD’s Carlos Andrés Pérez as
president in 1988 brought an unexpected deviation in government policy. Forced to
abandon his party’s usual social democratic platform due to the state of the economy
and the extent of the country’s debt, he began to introduce a series of wildly unpopu-
lar neoliberal reforms. A population that had become so accustomed to this system of
rent distribution suddenly faced a government forced to renege on their policies, and the
anger suddenly exploded. When transportation fare hikes were announced in Caracas,
protests and riots broke out which were put down by military police, resulting in the
deaths of hundreds of protesters (Morgan, 2007) While President Pérez went on to in-
stitute a scaled-back version of the reforms, the Caracazo was the first toll of the death
bell for Pérez and his AD party. By the beginning of the early 1990s, the party system
was beginning to fail entirely as Venezuelans increasingly defected from the parties,
declaring themselves as independent in the 1993 election cycle. Two coup attempts in
1992 by disaffected military leaders, including a young lieutenant colonel named Hugo
Chavez, only accelerated the collapse.

The deterioration of the consensus due to the excesses of power and risk-preferring
behavior has been explained as the result of the lack of electoral competition institu-
tionalized in the 1958 Puntofijo Agreement and the enabling effects of oil rentierism on
the nation’s economy. Both of these elements worked together to decrease the financial
solvency of the lower classes, which Leonard Seabrooke theorizes is a source of legit-
imacy for the national financial system — and the nation’s standing internationally. A
government that provides for the interests of lower-class groupings (LIGs) and empow-
ers them to establish credit systems creates an environment where the financial system
as it exists is accepted by the population at large as a legitimate structure that governs
the economy.***

A financial system is inherently a social construct governing economic interaction,
and the conception and legitimacy of the system is dynamic and heavily dependent
on how it is used to exchange benefits. When a government manipulates the financial
system in such a way that it more directly benefits the lower classes, their access to
credit and property legitimizes the financial system in their eyes and begins to translate
into more overall satisfaction with the economic and political system that manipulates
it. The financial solvency of LIGs thus constitutes a “social source of financial power”
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for the country that legitimizes the political system and legitimizes its good standing in
the international finance market.*%

Conversely, a government that begins to shift its attentions more towards “rentier
interests” (landowners, corporations and wealthier investors) and away from the inter-
ests of lower-income groups will often risk a loss in domestic legitimacy. While it may
pay off in the short-term to serve wealthier interest groups by preserving the status-quo
financial system, the maintenance of such a structure ultimately costs the government
the financial solvency (and trust) of its people, which translates into lost political influ-
ence. This loss of domestic legitimacy and the narrowing base of financial solvency in
turn both affect their standings in international financial markets. It comes as little sur-
prise that this leaking legitimacy, both domestic and international, feeds into itself and
becomes a downward spiral that can result in deeper political and economic troubles
for a country. In the Venezuelan context, the economic crisis in 1983, the devaluation
of the bolivar and the decline in the country’s financial standing can be traced back to
the growing patronage system as a result of rentier state policies. At first there had
been enough oil wealth flowing into the country to allow for concessions to be made to
foreign oil companies, investors and landed elites while still serving its lower-income
groups with a social policy system that temporarily served their needs. When the eco-
nomic bubble burst, however, forcing the AD government to make the choice between
its “rentier interests” and its poor, President Perez and AD prioritized foreign and do-
mestic elite rentier interests and deregulated the economy. This provoked a reaction
of immense proportions that destroyed much of the incumbent government’s credibil-
ity, paving the way for the entrance of the socialist MVR and its charismatic leader.
A poor political decision was the turning point that shone the light on long-standing,
long-ignored class tensions, and the balloon finally burst.

Hugo Chavez’s attempt at a coup was more than the mere seizure of opportunity in
the political system’s weakness. Lieutenant Colonel Hugo Chavez had aspired to mili-
tary and political leadership from his humble childhood, and earned a spot in Venezuela’s
military academy.**® Inspired by military theorists like Mao, Chavez and three other
mid-ranked military officers formed a paramilitary organization which by 1982 was
named the Movimiento Bolivariano Revolucionario 200 (MBR-200, or the Bolivarian
Revolutionary Movement) in honor of the bicentennial of revolutionary Simon Boli-
var’s birth. They were already well-connected to the political elite historically — recall
their role in the counter-coups to bring AD to power in 1945 and 1958 — and had devel-
oped sympathies with leftist guerrillas they were fighting in the rural areas. Disaffected
with their army’s use to put down popular rebellions, especially in light of the 1989
Caracazo, Chavez and the members of MBR-200 developed increasingly close ties with
left-wing political organizations aspiring to power, such as Causa Radical (Causa R)*’
Ironically enough, military involvement in the crackdowns may have inadvertently con-
tributed to the conditions allowing for the politicization of the military and the rise of
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the MBR-200.

With the coup attempt and arrest of Chavez and his compatriots in 1992, the move-
ment gained national attention, and true to the height of apathy with the current regime,
the coup provoked little public outcry either for or against the regime. By the time of
Chavez’s release from prison in 1994 (thanks to a back-room deal struck with the AD
and COPEI), the legitimacy of the current system was sinking to its lowest point — so
low, in fact, that Rafael Caldera, former president and founder of COPEI, won reelec-
tion in 1993 in part because he defected from his own party and ran as an independent
candidate. In light of this low popular support, Chavez decided to confront the gov-
ernment through electoral grassroots support. By 1997 the MBR-200 would become
a legal political party, the Movimiento Quinta Republica (5th Republic Movement, or
MVR), in time for the 1998 presidential elections. However, before his election in 1998
he represented a “minority electoral alternative” that rose to power largely because of
the stunning weakness and perceived incompetency of the incumbent parties.**®

Traditional electoral models usually predict that, given an electorate with little pref-
erence variation, electoral candidates would gravitate to the center of the spectrum of
ideological and political choices. The resulting government would remain risk-averse
because of the balance that had to be maintained in an effort to preserve the widest
base of support possible. However, the theory makes the mistake of assuming a ho-
mogeneous belief in the competence of the government in power, regardless of voter
preferences on specific policy issues.*?”” The Venezuelan “exceptionalism thesis” made
this mistake as well, assuming a consensus on beliefs where in reality the polity was
much more stratified. Economic and political stratification coincided (and to this day
still overlaps) with belief in the competency of the system, and in a rentier state where
legitimacy of the ruler is explicitly tied to competence and delivery of expected policy
result, a regime that does not deliver on its promises to a particular group loses their
support.

In addition, as is the nature of democratic political systems, risk-preferring behav-
ior did not become most apparent until years into the rule of the coalition. It is certainly
not in the nature of democratic regimes to display such risk preference given the natural
instability of democracy with its election cycles (“a crisis of political survival” insti-
tutionalized if you will). However, risk adversity only comes into play when there is
sufficient electoral competition for government seats to encourage more cautious moves,
especially in countries where governments are routinely toppled and replaced in military
coups. The AD and COPETI’s entrance into power via a military coup and the concilia-
tory measures in the Puntofijo consensus, however, left their competition limited which
left them room in which to take measures that gambled with their legitimacy and their
ability to deliver on political promises.

Democracies naturally face “threats to political regimes” via elections, but more
fragile democracies such as those in Latin America usually also have to compensate for
the threat of a military coup as well. One particular survival strategy for regimes in this
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scenario is to pacify military interests with increases in the military budget, whether
in absolute terms or proportional to the rest of the government budget. This can often
succeed in avoiding military coups, but in the process this allocation can often decrease
funding for social and economic programs that solidify electoral support when the threat
of another regime change comes via elections (in democracies this “electoral crisis”
is built into the system, but makes it no less of a threat to the political survival of a
regime).*'® In Venezuela, not only did the government manipulate fiscal policies to
distribute rents and social program funding to a population expecting the government
to increase their living standards, but they also took political support from the military
for granted. After the 1945 military coup bringing the first era of AD-style democracy
to Venezuela, the same military turned again in 1948 and deposed the government,
installing a dictator until the return of the political parties again in 1958. Despite such
shifts in political support within the military during this time, the incumbents began
to take the military’s support for granted as they were asked to provide the muscle
against the government’s rivals, far-left rural guerrillas and the protesting masses of
the Caracazo. The use of military forces for partisan ends angered the officers and
encouraged the conditions for a political mobilization of the military, as did the suffering
and frustrations of a people under the supposed protection of the system.*!!

The failures of the previous Punto Fijo consensus aside, the agency of Chavez and
the Bolivarian Revolutionary Movement (MBR-200) also have to be taken into account
in this transition. Too great a focus on the fall of the previous coalition contributing to
Chavez’s ascent has the danger of implying a lack of agency on the part of the movement
and those who support it. This also would seem to imply that such a movement would
have no traction without the absolute collapse of the current regime to leave a political
and ideological vacuum for Chavez’s party to fill. While the collapse may have left
a power vacuum open, Chavez and his fellow founders of MBR-200 could not have
seized the opportunity to come to power democratically had there not been previous
organizing efforts and planning taking place. Their leftist political ideology appealed
to a disaffected voting public tired of the corruption and economic inequality present
in the system devised in 1958. The attempted coups in 1992 raised the profile of the
movement and gave Hugo Chavez national recognition, setting the foundation for a
campaign that turned MBR-200 into a legal political party with a broad base of support
among those demanding a change in government — “anti-democratic” or not. By the
time of his presidential election in 1998, Hugo Chavez and the MVR were introducing
a new constitution for a popular referendum.

For decades the 1958 constitution and Puntofijo Pact had been the rules by which
democracy was played, resulting in a system that promised far more than it could deliver
and entrenched systems of patronage that ultimately brought more harm to the govern-
ment. In fragile democracies, the electorate’s support for or criticism of an incumbent
government has more of an impact on their views of the utility of the political system
itself, and with the previous political system being a “constitutional democracy” with
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power-sharing resembling more of an oligarchy rotating in and out of power, there is
little surprise that a new constitution was seen as necessary. The intensely partisan po-
litical culture in Venezuela now is a symptom of the larger class tensions that existed
long before Chavez came to power — and were covered up for decades with govern-
ment largesse enabled by an abundance of oil revenues and a power-sharing agreement
masking ideological divides.

The years following the constitutional referendum have been filled with successes
for the Chavez regime, including the consolidation of Venezuela’s oil in the government-
owned PDVSA (Petroleo de Venezuela) and a series of confrontations with the United
States over its neoliberal trade policy and attempts to form the Free Trade Area of the
Americas (FTAA). Despite such setbacks as multiple coup attempts against Chavez
in 2002 and a defeated recall election in 2004, only recently has his widespread sup-
port begun to falter somewhat with the most recent electoral defeat of a constitutional
amendment — one allowing for lifetime presidency.

The stability of the AD/COPEI party system in place had inspired a sense of over-
confidence leading to more risk-preferring behavior from the ruling coalition. While
democratic in name, the government’s increased entrenchment of the party system and
the Pacto Punto Fijo was creating an atmosphere of government excess preparing the
ground for increased corruption. While reliable evidence of actual corruption is scant
given the taint of media bias and political motivations behind most accusations (un-
founded or not), we can at the very least note the laying of groundwork conducive
to such improprieties — especially in the form of legal patronage and clientelist net-
works developed through the 1960s and 70s. Even so, it was the lack of attention to
the dynamics of popular support, rising socioeconomic tensions and changing political
circumstances that were most significant in the collapse of the AD/COPEI consensus.
The rentier state system and the good graces of the post-war international oil market
insulated the government from a breakdown, but the regime’s dependence on the spend-
ing of oil revenues, the corruption and clientelist patronage systems that resulted from
such government largesse and the misuse of (and lack of control over) the military that
sealed the fate of Venezuela’s centrist power-sharing democracy. Until Chavez’s elec-
tion in 1998 and the passage of the new constitution the following year, attempts at
reforming the system were simply “rearranging the deck chairs” on a sinking ship — the
damage was done from the very beginning.*

Signing the “Fixed Point” Pact ultimately laid the foundation for the regime to sign
their death certificate and leave a power vacuum wide open for a former coup leader to
be elected as a newly-minted constitutional democrat — and in the process usher in a new
era of leftist politics in South America. Much to the chagrin of the United States, the
conditions under which the neoliberal model prevailed in the “exceptional democracy”
of Venezuela were the very conditions that contributed to that democracy’s downfall.
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7.4 Iranian Autocracy

The1979 Iranian Revolution is something of an anomaly globally.*'* Like many other
states in the later half of the twentieth century, Iran was shaped by the fallout of the Sec-
ond World War. It faced external challenges resulting from the breakup of the European
colonial system as well as an internal struggle for greater popular representation. After
1945, many such states saw mass revolution against repressive autocratic regimes, typi-
cally resulting in either a move toward democracy and the West or Communism and the
East. However, the Iranian Revolution resulted neither in democratization nor a leftist
regime; rather, it created a cleric-dominated autocracy based on religious precepts.*!4
Understanding the forces responsible for the creation and maintenance of the Islamic
Republic of Iran is essential to a theoretical understanding of autocratic regimes. Al-
though the Islamic Republic may appear to be an unexplained anomaly, it is the con-
tention of this chapter that not only does Iran conform to the predictions of past theories
of autocratic institutions, it allows for further generalization and improvement thereof.
To this end, a detailed analysis of Iranian autocracy will be applied to the model of
autocratic institutions outlined in the body of this chapter.

The model of authoritarian regimes attempts to incorporate both democratic and
authoritarian institutions into a single model in order to understand the stability of au-
tocracies and the possibility of a transformation to democracy. This model rests on an
analysis of the political and economic space within a given state. It assumes two dimen-
sions; the first is an economic dimension, in which power is derived from the factors
of capital, labor and land; and the second is a political dimension concerned, in mod-
ern democracies, with civil and social rights. The entire populace of a given state is
distributed across this two-dimensional space. For any form of government, the leader
is chosen by a subset of the populace referred to as the selectorate. Autocracies are
distinguished from democracies in that the selectorate is a small minority of, and not
responsible to, the general populace. Consequently, it is possible that the equilibrium
position of an autocrat will be so far from the political center of the populace as to
induce revolution.

The Iranian government fits the definition of autocracy both prior to and post the
1979 revolution. Consequently, the story of Iranian autocracy since the Second World
War is, in fact, the story of two very different regimes. The first is the autocracy of
Mohammad Reza Pahlavi, which lasted from roughly 1941 to 1979, and the second is
the clerical autocracy of the current Islamic Republic, which has ruled since 1979. The
modern autocracy of the Islamic Republic cannot be properly understood without first
understanding the authoritarian monarchy which existed under the shah and the events
leading to its collapse.

The shah’s autocracy and the resulting revolution were fairly typical of modern,
western autocracies. The ruling selectorate of the autocracy was an alliance of western-
leaning capital interests backed up by US military aid and the ‘bureaucratic bourgeoisie’’
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of the state.*'> Between the end of World War II and 1979, the shah’s government in-
creasingly allied itself with Western, particularly US, interests against the moderate and
radical elements of the populace. The seminal conflict in this period came in the early
1950s when the shah’s popular Prime Minister Mohammad Mosaddeq nationalized the
Iranian oil industry and forced the shah to flee the country. Mosaddeq’s nationaliza-
tion program posed a threat both to Western oil interests, who feared Iran’s potential
withdraw from the capitalist market as a dangerous precedent that could be followed
by other non-aligned states.*!® In response, the United States engineered a coup via the
CIA which removed Mosaddeq and re-installed the shah as authoritarian monarch. This
interference by American and other western forces ingrained nationalist resentment of
foreign intervention while at the same time causing shifts to ward a western, capitalist
economy. Both factors would have a profound impact on subsequent Iranian history.

The shah’s ruling selectorate was opposed by an alliance of the disenfranchised pro-
letariat, who allied with clerics and their traditional, conservative bourgeoisie allies.
They were joined by members of the new, western-leaning middle class disenchanted
by the economic downturns of the mid-1970’s. This coalition grew as a result of sev-
eral events during the course of the shah’s reign. Land reform policies undertaken in
the 1960s and 70s transferred land from landed elites to small farmers in an attempt to
establish capitalist relations in rural areas. While this initially succeeded in creating a
class of small land-owners, this group quickly collapsed. Many of the newly-landed
farmers were unable to subsist off of the land and were therefore forced to sell their
land to large agribusinesses. The resulting landless then moved to the cities, most no-
tably Tehran, and formed a disenfranchised proletariat. The government also alienated
sectors of the Iranian economy in the urban areas. Policies meant to aid industrial and
financial capital did so at the expense of the traditional middle class of commodity pro-
ducers. This also impacted the religious establishment, which drew taxes from these
traditional sectors of the population. Finally, although the new, modern middle class
originally supported the shah and were recipients of some of the new wealth created by
government policy, they lost faith in the shah’s regime following economic downturns
in the mid-1970s. The resulting resentment of the government and the new middle class
against the shah and paved the path for revolution.

From the broad-based anti-shah coalition of the late 1970s emerged a cleric-dominated
autocracy based on the legal principles of shi’a Islam. This unexpected transformation
of the government was the consequence of a variety of factors. Prior to the revolu-
tion, the non-clerical revolutionaries in 1979 underestimated the possibility of clerical
rule. Khomeini repeatedly claimed to be uninterested in rule prior to and during the be-
ginning stages of the revolution, and his writings advocating a cleric-dominated state
were suppressed.*!” Furthermore, due to his anti-western ideals, his movement was
able to initially ally with leftists who distrusted middle-class revolutionaries as tools
of the west. During the chaotic period immediately following the overthrow of the
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shah, Khomeini made use of anti-US and anti-imperialistic rhetoric in order to cement
his hold on power. He endeavored to stir up resentment against foreign interference by
co-opting the legacy of Mosaddeq and preaching against US interference and military
support of the shah.

This ideological strength on the part of the clerics and their allies proved crucial to
the outcome of the revolution. Although US-Iranian relations were improving in early
1979 under the interim government, they soon crumbled in a flood of anti-American
sentiment. When the now-exiled shah was allowed into the US for medical treatment,
the Iranian interim government came under attack from both the right and the left as
anti-US sentiment soared. This crisis was prolonged by Khomeini’s supporters, who
took advantage of the weakness of other revolutionary factions to consolidate power and
pass a new constitution enshrining clerical rule. Liberal revolutionaries who had contact
with the US were prosecuted or forced to resign, thereby sealing the clerical hold on the
state.*!® After clerical consolidation of power, some leftist parties attempted to start
minor uprisings in outer areas of the country. However, they were soon defeated and
their leaders executed. Meanwhile, the remaining leftist parties backed the government,
which they still saw as the best protection against imperialist interference. From that
point onward, Khomeini saw few serious threats to his cleric-lead government.

The model presented in this chapter identifies various political actors in terms of
their position in the political-economic space of the state. The ruling selectorate is made
up of a core of Hardliners who, via their control of certain factors of production, derive
the most utility from maintaining the autocracy. They are joined in the selectorate by
Reformers, who also benefit from the stability and policies of the autocracy but are more
amenable to compromise. Outside of the selectorate, the general population consists of
Radicals, who have the most to gain from the dissolution of the autocratic system, and
Moderates, a middle-class of citizens who are less stridently opposed to the autocratic
regime. In order to effect revolution, the Reformers and Moderates in the middle class
must overcome the inherent collective action problem and align themselves either with
either the Hardliners in the regime or the Radicals in the populace.

In terms of the model of autocratic institutions, the shah’s autocracy looks very
much like a typical post-war dictatorship. His selectorate was a coalition between the
Hardliners, represented by the shah himself, and the new capitalist middle-class. This
arrangement was opposed by the typical alliance of leftist Radicals fueled by the grow-
ing urban poor who had suffered from the shah’s land redistribution policies. However,
in Iran, these economic Radicals were also joined by rightist Radicals on the politi-
cal axis; the clerical establishment and their economic traditionalist allies, the “bazaar
bourgeoisie.” A symbiotic relationship had existed between the shi’a clerics and the so-
cially traditional “bazaaris” for several centuries; the clerics would bless their day to
day commerce and give them the good will of the lower classes, while the bazaaris
would financially support the clergy by paying religious taxes and other fees.*!” Gov-
ernmental support of foreign investment and infrastructure development under the shah

413Panah (2007: 57).
4Moslem (2006: 56).
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had undermined the economic base of this class by shifting the focus of Iran’s economy
toward modern capitalist interaction. Thus, this second group of Radicals represented a
traditional, Islamic upper class in Iran whose livelihood had been harmed by the shah’s
modern, pro-capital policies.

The shah’s government collapsed because the middle-class Moderates abandoned
his coalition and allied with the Radicals. The social Radicals were able to hijack this
revolutionary coalition and establish an autocracy of their own. The selectorate of the
current Islamic Republic is an alliance between the clerics and the traditional sectors
of the economy, that is, the religious/conservative end of the Iranian social axis. Ulti-
mate political power rests with a set of “religious supervisory bodies” made up of shi’a
clerics, which are the highest ranking set of institutions in modern Iran. They hold over-
riding authority over all decisions made within the political system and serve to ensure
the power of the ruling clerical Hardliners.

To a lesser extent, both the poor and the modern capitalist middle classes also sup-
port the regime. Since the revolution, the loyalty of the poor has been maintained
through their identification with the clergy and their hostility to the upper classes, which
they see as “western.” The regime’s support among the capitalist middle classes is sig-
nificantly more tenuous, and stems almost entirely from its anti-imperialist rhetoric.
After the revolution, Khomeini worked to cultivate an image as nationalist successor
to Mosaddeq. Allies of Khomeini argued that, if the populace did not remain behind
Khomeini, western powers would repeat the 1953 coup and install a western-leaning
autocrat to the further detriment and shame of the Iranian people. This tactic of ap-
pealing to nationalist images of Iran’s past has continued to be successful even since
Khomeini’s death due to the incredibly high resonance of anti-imperialist, nationalist
sentiments. This tactic has quite successfully allowed the socially and religiously con-
servative clerics to overcome reservations regarding reactionary positions on democracy
and women'’s rights.

Although the clerical autocrats in Iran have occasionally used economic leverage
to ensure the loyalty of the economic left and right, their leeway in this respect is lim-
ited both by their reliance on the support of the bazaaris and their need to balance the
interests of a wide range of groups with competing economic interests. Recently, the
Iranian government has attempted to balance minor liberalization with continued social
programs aimed at the poor. However, any substantial reforms are blocked by the cleri-
cal establishment, as they will hurt the power base of the clerics and their bazaari allies.
Furthermore, Iran’s relative isolation from the Western world due to the impact of US
sanctions also affects Iranian economic policy. During the mid-1990s, Reformers in the
Iranian government attempted to move toward market-based economic change which
would benefit the capitalist middle class. However, internal conflict with the left made
this effort difficult, and increased US sanctions in 1995 led to the near collapse of the
attempted reforms.

The structure of autocracy in the Islamic Republic of Iran can now be analyzed
according to the precepts of the model of autocratic institutions. Unlike the case studies
presented earlier in this chapter, the clerical selectorate in Iran is located near the center
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of the economic dimension. The ruling clerics and their bazaari supporters represent
the traditional Iranian middle class, which derives utility from the maintenance of a
traditional Islamic social order. This turns the traditional model “on its side,” so to
speak. In the body of the chapter, it was argued that the response of the elite depends
on the cost-benefit analysis of the balance between the revolutionary threat’s credibility
against democratization’s probable impact on their assets. Yet in Iran, the Hardliners
do not explicitly fear the redistribution of economic resources as such; rather, they fear
the redistribution of political and social power. Any move toward the political center
will necessarily deprive the clerics of a portion of their social influence and therefore the
economic rents they extract from the bazaari class. It is essential, however, to understand
that the clerical Hardliners do not benefit from the control of a specific economic factor
of production. Instead, they benefit from the maintenance of a specific social order.

Turning the model on its side in this fashion explains why the Iranian regime has
been willing and able to court both the economic right and left. The regime has tra-
ditionally been able to adopt relatively centrist economic policies in terms of wealth
redistribution without harming its traditional economic base. However, as discussed
above, the regime has generally been relatively more willing to ally with the economic
left than the capitalist middle class. However, this preference for the left has relatively
little to do with an inherent preference for leftist redistribution on the part of the auto-
cratic elites. Rather, it is a direct consequence of the Hardliners’ reliance on anti-US
nationalism to support the dominance of a religious selectorate, a message much more
compatible with leftist economics than the US-style capitalism of the middle class. In-
deed, with the rise of hard-line president Ahmadinejad in 2005, Iran has increasingly
pursued a brand of ultra-conservative populism and promoted efforts toward leftist re-
forms.

The Iranian regime does not lie at or even near the political center of the populace.
Nevertheless, the elites in the clerical hierarchy maintain power through their continual
manipulation of Iranian nationalism, and promote themselves as the only alternative to
further interference by the west in general and the US in particular. “The events of 1953
have created an emotional barrier for Iran’s masses and have made them inherently sus-
picious of American motives and conduct.”*?* This has allowed the ruling Hardliners
to use US actions against Iran to further their political dominance. Statements made
by the United States against the Iranian regime have thus “had the opposite effect from
what they intended — they strengthened the hard-liners and create suspicion of those
who want better relations with the United States.”*?! The continued stability of the au-
tocracy therefore requires continued antagonism with the West as a nationalist tool to
manipulate the political preferences of the Iranian populace.

The prospects for internal regime change in Iran require the opposition to overcome
the revolutionary collective action problem discussed above. In the mid to late 1990’s,
the growing number of educated and professional men and women in Iran began to dis-
cuss human rights, greater freedoms, and democracy. This group represents primarily

420Takeyh (2006: 84).
“1Keddie (2006: 284).
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Moderates in the general populace who support and are loosely allied with Reformers in
the government. Aside from the Reformers and the governmental Hardliners, there is a
third group who want to see the government overthrown in a popular movement and re-
placed by a secular liberal democracy. This group represents the Radicals in the Islamic
Republic; that is, those far to the left on the social/political axis who support the sec-
ularization of governmental institutions and the liberalization of civil rights. However,
this group currently lacks sufficient cohesion and support at to be effective. Further-
more, these Iranian Radicals are plagued by unwanted support; the Bush administration
has regularly called for the internal ouster of the Iranian regime and has offered mone-
tary aid to anti-regime movements. However, the rhetoric and financial support of the
Bush administration makes life significantly more difficult for the democratic advocates
it is intended to buttress, for it ties them to the US and spawns fears among Moderates
that they would aid in the creation of an American-dominated government.

Unlike many traditional autocracies, the clerical elites of the Islamic Republic of
Iran derive utility from the support of traditional social roles. Several interesting con-
cluding points can be made in light of this characterization. First, the clerical leaders
of Iran increase their valence and therefore popular support by capitalizing on popular
fears of US interference in Iranian affairs driven by the memory of the 1953 coup. US
support of anti-government factions therefore serves to aid the political elites at the at
the expense of their opponents. Second, in this model of Iranian autocracy, the social
position of the ruling elites drives their preference for economic policy, rather than the
reverse. It has been shown that the Iranian elites are willing to support both leftist and
capitalist economic policies insofar as they do not interfere with the Islamic/nationalist
ideology of the ruling clerics. However, given the current political climate, the Iranian
regime is more amenable to leftist economic policies due to the association of capital-
ism with the US (and likely as a result of the left’s association with US antagonists such
as Venezuela). Third and finally, Iran provides an interesting case study for “chain-
autocracy.” That is to say, a state in which a ruling autocracy is overthrown via popular
revolution is then replaced with further autocracy. This scenario unfolded in Iran be-
cause a high-valence individual, Khomeini, was able to leverage his popularity into
widespread popular support in spite of his significant distance from the center of the
general populace. We cannot yet tell whether the Hardliners in the Iranian regime will
continue to benefit from hostile US rhetoric in order to maintain their control of the
Iranian selectorate.






Chapter 8

Modelling Elections

8.1 Ideology and Putin’s Approval in Russian Elections

8.1.1 Introduction

What was the main factor behind the pro-Kremlin United Russia winning the Decem-
ber 2007 State Duma election with 64% of the seats?*??> The party’s centrist ideology,
association with Vladimir Putin, as well as media bias, administrative pressure, and
vote-rigging have all been suggested as the primary cause behind the party’s success.
This work tackles the question by estimating a multinomial logit model of voter choice
based on survey data from May 2007. The present analysis finds the approval of Pres-
ident Putin tends to be the single most important factor affecting the voter’s choice in
favor of United Russia. **3 The personal ideological preferences was a major factor
affecting the vote, so the party’s centrist position improved its electoral performance.
The opponents’ appeal to older voters also was a contributing factor. Voter’s income,
education, and the rural/urban status were found to have little effect on the vote.
There have been a number of attempts at quantitative voter research on newly de-
mocratic countries such as Russia.*** Colton and Hale (2008) compared the effects
of positions on various ideological and policy issues on the 2000 and 2004 Presiden-
tial vote. They found that the role of such positions (including the left-right self-
identification) declined in 2004. Only two issues (foreign policy and presidentialism)
were found to be important for the election that year. According to the “transitional
model” of economic voting, the economic evaluations of voters in post-Communist
countries are more long-term. The voters compare the current economic conditions

422This section was written by Alexei Zakharov and is based on Zakharov (2008c). See
http://www.polit-econ.ru/zakharov/statii/ideological_voting.pdf
423Putin’s popularity has been sustained for a number of years. See Andrew Harding, “Why is Putin
Popular?”, BBC News, (8 March, 2000).
<http://news.bbc.co.uk/1/hi/world/europe/669247.stm>.
424See Fidrmuc (2000, a,b), White, Oates and Mac Allister (2001), Hesli and Bashkirova (2001), Mishler
and Willerton (2003) and Wegren and Konitzer (2006).
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with the pre-transition economy. Those who believe that the economic conditions have
deteriorated should support the parties that are associated with the pre-transition Com-
munist regime. Owen and Tucker (2008) tested this theory against data from Poland,
with some evidence in favor of both the transitional model and the conventional model
of economic voting.

The present work tests several theories of voter motivation using Russian survey
data. According to the Downsian voting model, forward-looking voters evaluate can-
didates or parties based on the expectations of the policy that they will deliver. This
proposition can be tested with survey data that estimates the positions of the voters on
various policy issues.*>> One can then use factor analysis to calculate the position of
each voter in the policy space. This approach was used to analyze data from Nether-
lands and Germany (Schofield, Martin, Quinn and Whitford, 1998) and Great Britain
(Quinn, Martin and Whitford, 1999) and extended to Israel and Italy (Schofield and
Sened, 2006; Giannetti and Sened, 2004).4? The second approach is to include in the
voter utility function a separate term for each policy issue. This is used, for example, by
Thurner and Eymann (2000) for German Bundestag elections and by Colton and Hale
(2008) for Russian Presidential elections.

Here we test whether sociodemographic factors such as age, income, education, or
gender affect partisan preferences of Russian voters.*?’ In addition, we examine the in-
fluence of the voter’ approval of President Putin and other federal structures. A voter’s
approval rate of president Putin may be used as a proxy for the voter’s positive ret-
rospective economic evaluation. There is indirect evidence to support this claim. For
example, Treisman (2008) found that the approval rate for Russian presidents (Putin and
Yeltsin) closely followed the electorate’s perception of economic performance.

8.1.2 The Data

The results of this section are based on a survey conducted by VCIOM (Russian Public
Opinion Research Center) in May 2007. Some 1588 adult citizens were interviewed in
46 Russian regions, out of a total of 83 regions. Over 66% of the respondents indicated
that they would vote for some party if the election were held at the time of the survey
(Table 8.2). The distribution of vote in the sample is similar to the distribution of actual
vote in the election of December 2, 2007. Most of the vote went to the pro-Kremlin
United Russia party.*8

It is commonly believed that the United Russia received an unfair advantage due
to the lopsided coverage on the state television channels and political pressure. The
party also enjoyed an open endorsement by the then President Vladimir Putin. It is also

“25For example, a common measure of ideology is the voter’s self-identification on a left right economic
axis.

426See the analyses in Chapter 4.

427See Brader and Tucker (2007) on partisanship in Russia.

“28The United Russia party was formed in April 2001, and is a pro-presidential political party. Most scholars
view the party as a political tool for the reconciliation of the country’s ruling elite. The party’s policy program
— the so-called “Putin Plan” — is vaguely defined and makes broad allusions to claiming credit for the
“return of Russia to the world stage.”
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believed that some form of election fraud had taken place (see, for instance, Harding,
2007). The support for the pro-Kremlin United Russia actually declined from 45% in
the May sample to 40% in the December election. According to some sources, the
decline may have been due to the popular dissatisfaction with the rising food prices in
the third and fourth quarters of 2007.4%

Most of the rest of the vote, both in the elections and in the sample, went to the
three runner-up parties. Support for Vladimir Zhirinovsky’s Liberal Democratic Party
(LDPR) increased from 4.2% to 5.1%; for Fair Russia (SR) it has declined from 6.2% to
under 5%; for the Communist Party (CPRF), it has remained constant at 7.1-7.3%. The
share of votes for most minor parties was also similar in the survey and in the elections.

Some 54.7% of the respondents were female, and 45.3% male. The age of the
respondents varied from 18 to 92 years, with the mean of 44.7 years. Rural residents
consisted of 26.7% of the sample. The mean self-reported level of education (on a scale
of 0 to 1) was 0.56. For income, the figure was also 0.56 (see Appendix A to this section
for the index details).

The approval rate for President Putin is noticeably higher than for other federal gov-
ernment institutions (Table 8.1). Only a small part of the population (12% ) disapproved
of Putin, and an even smaller part ( 8%) was undecided. For other insititutions, the dis-
approval rates were much higher. The share of the respondents who answered “don’t
know” was also greater, suggesting that the attitudes are weaker.

The respondent’s ideological preferences were measured by two survey questions.
In the first question, the respondent was read a list of 40 words. After each item, he/she
was asked to identify whether he/she felt positive toward the concept it represented. The
second question was identical, except that the negative feelings were recorded (see Table
8.3). “Order” was positively identified by the largest number of respondents (57%),
followed by “justice”, “stability”, and “well-being”. The largest number of negative
responses was given to “elite” (41%), followed by “non-Russians” (29%) and “West”
(23%)

For each concept, a variable was constructed that took the value of -1 if the respon-
dent’s feeling was negative, +1 if the feeling was positive, and 0 otherwise. A Karhunen-
Loeve transform was used to construct the two-dimensional ideological space as well
as the positions of the respondents. Figure 8.1 shows the positions of the respondents
in the ideological space, while Table 8.3 shows factor loadings for each of the 40 con-
cepts. Each factor loading is proportional to the correlation between the values of the
ideological factor and the feelings toward the concept. The concepts with high absolute
factor loadings are “ideologically integrated” (Basinger and Hartman, 2006). The first
ideological factor (or the position along the first dimension) can be interpreted as the
degree of a voter’s general satisfaction (or dissatisfaction). High values of the first fac-
tor correspond to negative feelings toward “justice” and “labor”, and, to a lesser extent,

“order”, “state”, “stability” and “equality”. Also, those with high values on this first

429See, for instance, Babich, “Rising Food Prices in Russia” Russia: Beyond the headlines (Nov. 14, 2007)
<http://rbth.rg.ru/article.php?id=10046 >
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factor tend to feel neutral toward “order”, “elite”, “West”, and “non-Russians”. Low
values of the first factor correspond to positive attitudes to “order”, “justice”, “stabil-
ity” and “equality”, and negative attitudes toward “elite”, “West”, and “non-Russians”.
The second factor can be called the voter’s degree of economic liberalism. High values

EEINNT3 EEINNTS

correspond to positive feelings to “freedom”, “business”, “capitalism”, “well-being”,
“success”, and “progress”, and to negative feelings toward “communism”, “socialism”,
“USSR”, and related concepts.

One can see that the supporters of different parties tend to have different ideological
preferences (Table 8.2). The supporters of the United Russia tend to have a centrist
position on both dimensions. This is partly due to the fact that they constitute 45% of
the sample, and the sample means are zero for each ideological factor. The supporters
of the Communist Party and Fair Russia have similar ideological profiles, with negative
values along each factor. The LDPR supporters tend to have low values along the first
ideological factor (suggesting dissatisfaction), but high values along the second factor
(suggesting support for economic liberalism).

8.1.3 The Multinomial Logit Model

As in Chapter 3, we denote by P the set of parties and by IV the set of respondents.
Each voter ¢ is characterized by the vector 7, of observable individual-specific nonpolicy
factors, and by the observable positions, (x;1, z;2), on the two ideological dimensions.
Each party j is characterized by the ideological position (z;1, z:2).

We use a variant of the model described in Chapter 3, and suppose that the utility of
voter ¢ with regard to party j is

wij(mi,2) = A= By(win — 2j1)% + Ba(wiz — 2j2)° + 05m; + €3,
= u;‘j (l‘i, Zj) + Eij.s
where {\;, 6;}, 81, B, are unobservable parameters, and {¢;;} is the set of unobserv-
able independent random variables distributed according to the Type I extreme value
distribution
\I/(Q‘j < h) = 6_67h

Assume that the respondents votes for party j if that party provides maximum utility.
Given that the error terms are distributed according to W, the probability that voter ¢ will
support party j is

exp uj; (i, ;)
2 jep expu;(wi; z)

Denote the likelihood of the model by L. The estimation problem is to find the
values of {{\;, 0, : jeP}, 3, 55 } that maximize the likelihood L.

Ascertaining {z;; and z;2}, the ideological positions of political parties, as they
are perceived by the voters, is a methodological problem. There are several ways to
do it, such as expert survey of party elites (as in Quinn, Martin, and Whitford, 1999),

Pij =
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Figure 8.1: Distribution of voter ideal points for all respondents.

expert judgements ( as in Schofield and Sened, 2006; Benoit and Laver, 2006), or a
systematized analysis of party manifestos (Budge et al., 2003). For the present analysis,
the party positions {z;1 and z;2} of party j are taken to be equal to the average positions
of respondents who intended to vote for that party.

8.1.4 Empirical Results

The multinomial models of voter choice generally perform poorly when some parties
have very limited support. For this reason, the estimation was limited to four parties
— United Russia, the Communist Party, LDPR, and Fair Russia. (In order to check
the robustness of the results, the model was also estimated with seven parties, adding
Yabloko, SPS, and the Agrarian Party, but the results are not reported here, as the two
models were compatible.)
Several variants of the four-party model are examined.
1. The full set of expanatory variables is used. These include ideological positions,
age, gender, rural residence, income, education, approval and efficacy. (See Table
8.4).
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All of the above, except ideological positions.

Model 1 with significant explanatory variables retained.
Model 1 less approval and efficacy.

Model 4 less age and gender.

S i

Model 5 less education, income, and rural residence (6= 0 in the utility equa-
tion).
The findings show overwhelming support for the hypothesis that ideology affects
voting. For the four-party and seven-party models with the full set of other explana-
tory variables, adding the two spatial terms improves log likelihood by 45 and 50.8,
respectively. The estimated values of both 3, and /3, are approximately equal for the
four-party and the seven-party models.

The ideological preferences of a voter strongly affect the predicted vote. Tables
8.6 and 8.7 give the probabilities of a female / male voter supporting the four large
parties (based on the estimation of the four-party model with the full set of explanatory
variables). One can see that the support for the high-valence United Russia can vary
from 45% to 83%, depending on ideological position. The support for low-valence
parties varies by a greater extent — from 1% to 31% for the Communist party, for
example.*¥

The approval of President Putin had a significant and negative effect on the support
for all parties other than United Russia. The effect was the strongest for the CPRF and
weakest for the Fair Russia (see Table 8.4). Hence an increase in one’s approval is likely
to increase a voter’s probability of voting for United Russia at the expense of the other
three parties, with CPRF being hardest hit. This signifies the fact that Russian voters
clearly perceived United Russia as a pro-Putin party even in May 2007, well before it
was announced that Putin would head the United Russia party list on October 2001.43!

The approval the Prime Minister and Cabinet did not have any significant effect on
the vote. Approval of the State Duma had a small, negative and marginally significant
effect on the LDPR vote; for other parties, that effect was not significant. The term for
the approval of the upper house of the Russia parliament, the Federation Council, was
significant only for the Fair Russia party. It was also positive, as the party leader, Segei
Mironov, is also the head of that legislative body.

The magnitude of the ‘Putin effect” on the level of support for the United Russia
can be estimated by setting the approval scores equal to zero for all respondents, then
re-estimating the probabilities of voting according to the four-party model with the full
set of explanatory variables. The expected voteshares for each party by can be obtained
by averaging the estimated probabilities for each party across all respondents in the
four-party subsample.*32

430In all estimations, the constant terms for all parties except United Russia are negative and significant.
This means that there are other factors, besides gender, income, age, education, rural residence, approval,
efficacy, and ideology, that bias the preferences of the voters toward United Russia.

43IThis result is robust with respect to the deletion of other explanatory variables, including the spatial terms.

432The expected voteshares for the unaltered subsample are equal to the actual voteshares in that subsample.
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Table 8.5 indicates that the high approval of President Putin affected the support for
the United Russia to a very large extent. In the original four-party subsample, 72% of
the votes went to that party. If the approval for Putin uniformly decreased to 0.5 (equiv-
alent to a “don’t know” answer to the question whether the respondent approved of
Putin), the support for the United Russia would decline to 61%. If everyone completely
disapproved of Putin, United Russia would receive only 43% of the vote that went to
the four parties, or only 27.2% of the popular vote, if we assume that the share of the
abstaining or undecided voters, as well as the vote share of the small parties, remained
constant. The main beneficiaries of the decrease in approval would be the Communist
party and LDPR, with more modest gains by SR.

Thus this work corroborates what have been common knowledge: the popularity of
United Russia was due to the high approval rating of Vladimir Putin, and to the party’s
perceived connection to the popular president.

The respondents who supported parties other than the United Russia also had lower
internal efficacy scores. One can see that an increase in one’s efficacy score will increase
the probability of supporting United Russia, at the expense of all other parties for the
four-party model, where all three efficacy terms are negative and significant. For the
seven-party model, the efficacy terms for the three small parties were not significant.

Education was found to have no effect on the political preferences of the voters.
For all models, the education terms were individually insignificant, with the exception
for SPS, where it was significant at the 10% level. Education was the only significant
individual nonpolicy factor found to affect the voter’s latent utility for SPS. A voter with
a higher education is more likely to support SPS, at the expense of all other parties.

For the four-party model, the income effect is significant only for the LDPR. A voter
with a higher income will be more likely to support LDPR. The effect is quite large in
magnitude. An increase in self-reported income by one level (from “medium” to “high”,
for example) will have approximately the same effect on the voter’s likelihood to support
LDPR as a change in approval from maximum to minimum. For the seven-party model,
it was shown that income also had a positive effect on the preference for the Agrarian
party.

Gender was the one of the most important factors that affected party preferences.
Out of 67 LDPR supporters in the sample, 55 were males. The United Russia had
slightly more female supporters (414 out of 726), while the Communist party and the
SR has an equal number of male and female supporters. When controlling for all other
factors, male voters are more likely to support the Communist Party and especially
LDPR at the expense of the SR and the United Russia. For the extended dataset includ-
ing the supporters of the three small partues, female voters were more likely to support
Yabloko and equally likely to support either SPS or the Agrarian party.

Age was also found to have a significant effect for almost all parties. The effect
(relative to the United Russia) was largest for the CPRF. Indeed, the average age of
CPRF supporters was 59.0 This finding suggests that the factors that make CPRF more
popular among the older population are not captured by either ideological preferences,
the approval of government, or indernal efficacy. The high age of CPRF supporters also
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explains the gender bias: in 2006, the average life expectancy of Russian males was
only 60.3 years compared for 73.2 years for females. The age effect for the SR was
similar (with the average age of the supporters being 54.9 years). For LDPR, the age
effect was negative and significant; at the average age of 36.8 the LDPR electorate was
the youngest from among the seven parties in the large sample. The age effect for SPS
was positive and marginally significant.

The final sociodemographic factor was whether the respondent lived in a rural or ur-
ban area. There were no rural residents among Yabloko supporters and only one among
the SPS. The proportion of rural residents among the CPRF, United Russia, SR sup-
porters, and the general population, was almost equal (30%, 28.5%, 29.5%, and 30%,
respectively). As a result, rural coefficients for neither CPRF or SR were significant.
This corroborates the claim that the Communist Party lost the support of rural voters
(Wegren and Konitzer, 2006). The only party to have a significantly smaller proportion
of rural voters was the LDPR (23.8%).

Tables 8.6 and 8.7 examine the effects of ideology on the voter’s probability of sup-
porting each of the four major parties for the four-party model. The analysis suggests
that poorly educated, low-income, young females who approve of the federal govern-
ment and have centrist ideology, are most likely to support United Russia, with probabil-
ity 96% according to the model. The most likely supporters of LDPR are young urban
men with above average income, who disapprove of the government, have low efficacy
scores, profess liberal economic ideology and are dissatisfied. The most likely sup-
porters of CPRF and SR are dissatisfied elderly males with below-average income who
disapprove of the government, have low efficacy scores, and have anti-market economic
views. A voter belonging to this group is expected to support CPRF with probbility of
48% and SR with probability 22%.

There are two remarks with respect to the model’s capacity to predict individual
votes. First, most types of voters are expected to support the pro-Kremlin United Russia
with a large probability. For various sociodemographic profiles with neutral ideology,
the figure is above 22% and usually is much higher. For the other three parties, the
voting probabilities are usually below 10% for most voter profiles. This auguments the
claim that the voters have a strong pro-United Russia bias that is not accounted for by
ideological and non-ideological voter characteristics measured in the survey. The source
of this bias is the most likely the mass media.

The second thing to note is the model’s poor ability to differentiate between CPRF
and SR votes. The ratio of probabilities of voting for the two parties is relatively con-
stant across the voter profiles, since the model coefficients are approximately equal for
the two parties, and the supporters of the two parties have similar ideology.

8.1.5 Discussion

A number of other model specifications were also tried. A first hypothesis was that
certain factors — such as the willingness to discuss politics, education, or internal effi-
cacy — can affect the importance of ideology in an individual’s evaluation of a political
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party. The importance of ideology was found to be unaffected by any of these variables,
in contrast to some earlier studies.**?

A second hypothesis is that regional economic conditions affect the vote.*3* The sur-
vey did not contain questions on retrospective self-evaluation of economic conditions,
either in the short or long term. As a substitute, ttwo measures of actual economic con-
ditions were used: the absolute level of mean disposable income, and the percentage
change in that level from 2000 to 2006. There were two statistically significant effects.
First, the support for the Communist party was higher in the regions with lower eco-
nomic growth. Second, the support for Just Russia was higher in the regions with the
higher absolute income. However, the magnitude of either effect was small compared
to the effects of either approval or internal efficacy.

A third hypothesis is that ideological preferences affect voter abstention. There are
two testable theories of voter abstention due to ideology. First is voter indifference: A
voter will support any one party only if he likes the party significantly more than all
other parties. The second theory is voter alienation: A voter will support a party only if
it offers a payoff that is above certain minimum level.***> There was no support for ei-
ther theory. The ideological preferences of the abstaining respondents are located in the
center of the ideology space and occupy roughly the same position as the United Rus-
sia supporters. This is inconsistent with either voter indifference (the abstaining voters
should occupy the ideological gaps between the positions of the political parties), or
alienation (the abstaining voters must have positions far away from those of all parties).
Instead, several of the individual nonideological factors are highly correlated with ab-
stention. The most important of these are approval and efficacy. Out of 284 respondents
who indicated that they would not vote, 104 (or 37%) do not approve of any federal
institution, including the President. The corresponding figure for the whole sample is
23% (376 out of 1588). Approval for Putin and for the cabinet of ministers are the most
important factors. For the efficacy scores, the difference is similar, with 64% and 43%
of the respondents having the internal efficacy score of zero. Testing a multinomial logit
model with abstention as one of the options, showed that abstaining voters tend to be
of higher self-reported income, have lower education, be younger, and are less likely to
live in the rural area. Gender is the only factor that is found not to affect the likelihood
of turnout.

There were several reasons why only two ideological factors were used. First, the
eigenvalues for the first two factors were much higher than for the other factors. Second,
it was not possible to give a transparent interpretation to the minor factors. Finally, the
inclusion of additional factors did not improve the fit of the model. (In the four-party
case, the log likelihood was 768.5 for zero factors, 759.9 for one factor, 721 for two

433Zakharov and Fantazzini (2008) found that education significantly increased the weight of ideology for
UK and Netherlands; similarly, Hellwig (2008) in his study of European workers found that the importance
of left-right policy dimension depends on the sector of individual’s employment.

434See Owen and Tucker (2008) for economic voting in Poland.

43Indifference and alienation were first suggested as a possible explanation of abstention by Hinich, Led-
yard, and Ordeshook (1972). Positive empirical evidence for abstention due to indifference and alienation can
be found, for example, in Adams, Dow and Merrill (2007). See also Zakharov (2008a,b).
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factors, 714.1 for three factors, and 711.8 for four factors.)

The work does not control for several other factors that affected voter preferences.
Most importantly, the parties’ access to local mass media outlets, and the degree to
which the law is selectively applied in favor of United Russia. There is variation across
regions in parties’ access to local mass media outlets, and in the degree to which the law
is selectively applied in favor of United Russia.

However, this consideration does not alter this key message of this work. Certainly,
neither media bias not vote-rigging (Myagkov, Ordeshook, Shakin, 2005) can be over-
looked as factors that contributed to the success of United Russia in the December, 2007
election.**® However, this work shows that the principal role in the election was the high
approval rating of President Putin. Although this work does not examine the origins of
Putin’s popularity, most accounts, scholarly or not, suggest that the country’ economic
performance was its primary source.

8.1.6 Appendix to Section 8.1.

Appendix A: Question wording
Age. What is your age in full years?

Education. “What is your education? 1 — Primary education or below, 2 — Incomplete
secondary education, 3 — Secondary education, 4 — Vocational school, 5 — Less than
4 years of higher education, 6 — 4 or more years of higher education.” Those who
responded “Don’t know” were assigned the value of 3.5.

The variable education was obtained as follows: (response-1)x0.2

Income. “To which income group does your family belong? 1 — Cannot afford to buy
food, 2 — Can afford food but cannot afford clothing, 3 — Can afford alothing but not
durable goods, 4 — Can afford all durable goods but cannot afford real estate, 5 — Can
afford real estate.” For the variable income, those who responded “Don’t know” were
assigned the value of 3.

The variable i ncome was obtained as follows: (response-1)x0.25

Approval. “Do you approve of A. President, B. Prime Minister, C. Government, D.
State Duma, E. Federation council.” Each question was coded as follows: “1 — Yes, 2
— No, 1.5 — Can’t answer.”

Each of the approval variables was obtained as follows: 2 — response.

Size of township. “Where do you live? 1 — Moscow or St. Petersburg, 2 — City
over 1 min., 3 — 500 thousand to 1 mln., 5 — 100 thousand to 500 thousand, 6 — 50
thousand to 100 thousand, 7 — urban-type settlement, 8 — village.”

The variable 1s_village was generated by assigning the value of 1 for “8 — vil-

$6See The Guardian Dec. 4, 2007.
<http://www.guardian.co.uk/world/2007/dec/04/russia.lukeharding >
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lage” and 0 otherwise.

Ideological attitude. There were two questions: “Please say if you feel positively
(negatively) to each of the following concepts.” For each question, a list of 40 words
was given (see Table 8.3).

Internal efficacy. “Do you think that the ordinary voters like you have a say in who
will be in power in the future, and on the country’s future policies? 1 — Yes, a lot
depends on the regular voters, 2 — A few things depend on the voters, 3 — Nothing
depends on the voters, all main decisions will be made without their concent”. The
“can’t answer” response was coded as 2. The variable ef ficacy was generated as 1.5
— 0.5 xresponse.

Appendix B: Tables

Table 8.1: Approval of various federal institutions (percent of the sample).

‘President Government Prime Minister State Duma

0 (disapprove) 12.72 42.54 29.88 54.24
0.5 (don’t know) 8.55 21.66 26.48 22.49
1 (approve) 78.73 35.80 43.64 23.26

Table 8.2: Factor averages across the supporters of each party.

Party Sample Vote Factl Fact2

Agrarian Party (AGR) 0.63 1.47 -0.16 -0.92
United Russia (ER) 4572  40.96 0.05 0.30
Communist Party (CPRF) 7.12 737 -076  -1.59
Liberal Democrats(LDPR) 422 513 -0.53 0.69
Patriots of Russia 0.25  0.57 022  -0.10

Fair Russia (SR) 6.17 493 -0.60 -0.87

Civilian Power (Free Russia) 0.69 0.67 -043 0.31
Union of Right Forces (SPS) 0.57 0.6l -0.47 1.14
Yabloko 0.76  1.01 -0.56 0.20

Russian Republican Party 0.25 -0.16 1.36
Democratic Party of Russia 0.19 0.08 -0.25 0.75
“Will not vote” 17.88 023  -0.06

“Can’t answer” 14.92 0.43 -0.04

Did not vote 36.3
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Table 8.3: The frequency of positive and negative responses and factor loadings.

01
02
03
04
05
06
07
08
09
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

Concept
Nation
Order
Freedom
Market
Russians
West
Socialism
Communism
Democracy
Tradition
Patriotims
State

Competitiveness

Sovereignty
Elite

Party

Power
Justice
Opposition
Business
USSR
Church
Revolution
Property
Success
Liberalism
Reform
Stability
Labor
Individualism
Non-Russians
Equality
Collectivism
Morality
Human rignts
Wealth
Russia
Well-being
Progress
Capitalism

Percent pos.
0.21
0.57
0.37
0.10
0.34
0.02
0.11
0.07
0.15
0.29
0.34
0.26
0.05
0.07
0.02
0.02
0.09
0.49
0.01
0.07
0.12
0.21
0.01
0.14
0.31
0.01
0.06
0.38
0.31
0.02
0.02
0.18
0.06
0.22
0.32
0.12
0.28
0.37
0.21
0.15

Percent neg.

0.08
0.01
0.03
0.15
0.02
0.23
0.11
0.19
0.09
0.01
0.01
0.03
0.07
0.05
0.41
0.16
0.18
0.02
0.17
0.13
0.08
0.02
0.22
0.04
0.00
0.14
0.14
0.00
0.00
0.12
0.29
0.02
0.09
0.03
0.02
0.01
0.00
0.01
0.01
0.02

Fact. 1
0.11
-0.18
-0.13
0.26
-0.15
0.21
-0.13
0.05
0.11
-0.06
-0.14
-0.17
0.07
-0.08
0.30
0.04
0.26
-0.30
0.12
0.17
-0.01
-0.13
0.13
0.13
-0.16
0.15
0.23
-0.16
-0.26
0.05
0.25
-0.18
0.02
-0.05
-0.15
0.15
-0.03
-0.11
-0.03
-0.09

Fact. 2
-0.08
0.01
0.20
0.08
0.03
0.10
-0.28
-0.32
0.07
-0.04
-0.15
-0.03
0.12
0.01
0.04
-0.14
-0.09
0.02
-0.06
0.27
-0.34
-0.01
-0.26
0.14
0.21
-0.01
-0.02
0.00
-0.08
0.10
-0.12
-0.06
-0.22
-0.07
0.12
0.25
0.07
0.25
0.27
0.22
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Table 8.4: Estimation of the four-party MNL model 1. ER is the base outcome.

Parameters Est. Std. Err. t Prob
51 coefficient 0.154 0.034 -4.44  0.000
Bo coeefficient 0.150 0.020 -7.43  0.000
CPRF education 0.409 0.507 0.81 0.420
income 0.490 0.784 0.63 0.532
age 0.046 0.008 5.53  0.000
is village -0.179 0.274 -0.65 0.513
gender -0.617 0.251 -2.46 0.014
efficacy -0.754 0.374 -2.02  0.044
approve putin -2.051 0.389 -5.27 0.000
approve pm 0.246 0.387 0.64 0.524
approve gov -0.194 0.389 -0.50 0.617
approve duma -0.205 0.473 -0.43  0.664
approve sf -0.406 0.509 -0.80 0.426
valence A -0.057 0.697 -0.08 0.934
LDPR education 0.084 0.610 0.14  0.890
income 2.650 0.886 2.99 0.003
age -0.021 0.009 -2.19  0.029
is village -0.526 0.333 -1.58 0.114
gender -1.899 0.344 -5.51 0.000
efficacy -0.531 0.424 -1.25 0.211
approve putin -2.047 0.460 -4.45 0.000
approve pm 0.195 0.483 0.40 0.686
approve gov -0.094 0.496 -0.19  0.849
approve duma 0.830 0.537 1.54 0.123
approve sf -0.711 0.607 -1.17  0.242
valence A -1.296 0.806 -1.61 0.108
SR education 0.519 0.482 1.08 0.282
income 0.152 0.758 0.20 0.841
age 0.037 0.007 4.95 0.000
is village -0.135 0.261 -0.52  0.604
gender -0.328 0.238 -1.38  0.168
efficacy -0.523 0.348 -1.50 0.133
approve putin -1.064 0.441 -2.41 0.016
approve pm 0.511 0.359 1.42  0.155
approve gov -0.387 0.350 -1.10  0.270
approve duma -1.059 0.389 -2.72  0.007
approve sf 0.639 0.411 1.55  0.120
valence A -1.193 0.705 -1.69  0.091
n 1004
Log-likelihood -694.2
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Table 8.5: Predicted voteshares in the four-party subsample — original sample and the
altered zero-approval sample.

ER CPRF LDPR SR

Original sample 0.723 0.112  0.066  0.097
Neutral Putin approval | 0.609 0.163  0.112 0.116
Zero Putin approval 0.430 0.253 0.194 0.121

Table 8.6: Predicted probabilities of voting depending on the ideological prefer-
ences, according to model 1. Female voter, income, education, approval,
is_village, age, and efficacy are set at mean values.

Fact1 Factl ER | CPRF | LDPR | SR

0 0] 0.861 | 0.042 | 0.019 | 0.076
+3.4 010924 | 0.020 | 0.011 | 0.043
-3.4 0| 0.758 | 0.082 | 0.030 | 0.128

0 +3.4 0936 | 0.006 | 0.031 | 0.025
0 -3.4 1 0.609 | 0.202 | 0.009 | 0.178

Table 8.7: Predicted probabilities of voting depending on the ideological preferences,
according to the four-party model 1. Male voter, income, education, approval,
is_village, age, and efficacy are set at mean values.

Factl Fact2 | ER | CPRF | LDPR | SR

0 010725 | 0.074 | 0.107 | 0.092
+3.4 0| 0.835 | 0.038 | 0.069 | 0.056
-3.4 010577 | 0.131 | 0.151 | 0.139

0 +34]0.784 | 0.011 | 0.173 | 0.030
0 340452 | 0314 | 0.044 | 0.189
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8.2 Voting Power and the Electoral College of the United
States

Downs’s book, An Economic Theory of Democracy (1957) sparked an extensive body
of literature concerning the optimal strategy of candidates in two-candidate elections,
with numerous variations, including the study of two-candidate elections with the threat
of third candidate entry, elections with “negative voting,” and so on.*” However, there
is still no literature concerning the effect of the electoral college in the United States on
candidate strategy. The 2000 U.S. presidential election magnified the electoral college’s
peculiar transformation of individual votes into a solid state vote, of varying weight
according to the state population. Al Gore took the popular vote,with 51,003,926 votes
(48.38%) against the 50,460,110 (47.87%) for G.W. Bush, but Bush won the election,
with 271 electoral votes, 5 more than Gore. Moreover, Ralph Nader took 2,883,105
votes and Patrick Buchanan 449,225. Bush’s electoral victory depended on Florida
which gave Bush 25 electoral votes as a result of a majority of less than 1000 votes out
of over 5.8 million).

It is this transformation of individual votes into state votes, and the effect this process
has on candidate strategy which is addressed in this section. Specifically, can the tradi-
tional median voter theorem model apply in the context of the electoral college, and if
not, then what is the optimal positioning of candidates, and what model do we then use?

Many scholars have used the median voter theorem to predict electoral strategies in
the past century.**® The main thrust of the theorem is that given an election in which
there are two candidates, the candidate with the more centrist policy, and thus the most
attractive to the median voter, will garner the majority of the votes, and hence, win the
election. As attractive and useful as this theorem can be, the reality is that it simply
fails to accurately predict the outcome of presidential elections in the United States.
The theorem predicts that for a candidate to be successful, he should assess all of the
voters’ preferences, look for the voter in the dead center of the voter distribution, and
copy that voter’s policy preferences. Aside from the obvious problem of accurately
assessing every voter’s policy preferences, we find that candidates with centrist policies
do not necessarily win, and candidates with more extreme policies can sometimes find
themselves in the oval office.

The purpose of this section is not to delve into all of the factors that may get votes for
an extremist candidate, like personality or TV appearances, nor to discover the magic
process by which a candidate could successfully discover the median voter’s prefer-
ences. Rather, we shall specifically,address how the electoral college forces candidates
to choose policies which are strategically noncentrist in order to win the U.S. presiden-
tial election. Further, we shall provide a way in which to model the disaffected voter,
abstention and candidate strategy.

4TThis section was written by Lexi Shankster.
438See Black (1948) and Downs (1957) for a full formulation of the median voter theorem.
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8.2.1 Individual Vote and State Vote

As just mentioned, the 2000 U.S. Presidential election was almost unique: one candidate
won the majority of popular votes and the other won the majority of electoral votes (by
five electoral votes). This anomaly is, in fact, not an anomaly to the mechanism of the
electoral college, but rather, an anomaly to the popular vote. Historically, the electoral
college has merely magnified the plurality by which a candidate won the popular vote.**
However, when the popular election is as close as 2000’s, the electoral college can
“choose” the popular vote loser.

In simple terms, the electoral college forces candidates to attempt to maximize elec-
toral votes rather than individual votes. In close elections, it is particularly crucial that
candidates make this distinction between the two. For instance, Bush did not need to
campaign in Washington D.C. to maximize his popular vote as there was no chance he
would win their electoral votes. Rather, he needed to campaign in those states where
the probability of winning the electoral vote outweighed the cost of garnering individual
votes. 4

Cost refers to the political and monetary costs of campaigning in states which have
historically shown heavy partisan favoritism for the opponent’s party. In other words,
Bush would have needed to vastly change his platform, facing costs in terms of votes in
other states, and spend a significant amount of campaign money in Washington D.C. to
garner its three electoral votes. Obviously, this would not have been an optimal strategy
to pursue.

To help visualize the distinction between individual votes and state votes we use a
version of the model presented in Chapter 3 and construct a highly simplified model
of the electoral college using two dimensions. The literature on spatial modelling has
determined that the two dimensions which are necessary to accurately place candidates
and voters in a spatial model in any given election are social and economic. Figure
81, adapts the model proposed in Chapter 3 and aggregates the individual votes into
states. Thus, each state is represented by an elliptical distribution of voter “ideal points”,
centered about a state mean (or median voter).

The dimension, labeled “Social Issues” on Figure 8.2, depicts the candidates’ and
voters’ positions on the relevant social issues, such as civil rights, and abortion, for ex-
ample. Democrats are placed on the “north” of this dimension ; Republicans, on the
“south. ” The second, horizontal dimension, labeled “Economic Issues,” depicts the
candidates’ and voters’ positions on the relevant economic issues, such as tax reform or
government spending, for example. Democrats are placed on the “left” of this dimen-
sion and Republicans on the right. Therefore, when the two dimensions are combined,
the Democratic candidates will occupy the upper left quadrant, and Republicans, the

4 Throughout this section, the term “plurality” refers to the difference between the number of votes the
winning candidate garners and the number of votes garnered by the candidate placing second in the election.

4“0The term “state” refers to any area assigned electoral votes; in other words, Washington D.C., although
not a state in the technical sense, is assigned three electoral votes and is therefore included in all of the
analyses.
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lower right.

The cleavage line represents the division between the Republicans and Democrats
on both of these dimensions, and it is this line in Figure 8.1 that determines to which
candidate a state’s individual and electoral votes fall. In the figure, two states, com-
prised of five voters, and carrying an electoral vote of one, each choose the Republican
candidate. One state, of five voters, with one electoral vote, chooses the Democratic
candidate. Three states, however, split their votes; in each of these states, two voters
chose the Republican candidate, and three, the Democratic. However, in all three of
these states, the electoral vote fell to the Democratic candidate, as the candidate who
wins the majority of individual votes in these states, wins the entire electoral vote of
each state. Therefore, although the Republican candidate garnered 16 individual votes
to the Democratic candidate’s 14 individual votes, the Democratic candidate garnered
two more electoral votes than the Republican, and thus won the election.

This figure provides an illustration of what occurred in the 2000 election, where Al
Gore won the most individual votes (and, we assume represented the most voters), and
yet George W. Bush was able to take the election because he won more states. We can
deduce from the plurality by which Bush won Florida that the state mean was very close
to the dividing line between Bush and Gore. The election was close in all of the swing
states, but because the winner takes all Bush was able to win the election.

To further explore the implications of the winner-take-all characteristic of the elec-
toral college, we now turn to a discussion of voter power.

8.2.2 The Electoral College and Voter Power

The idea of varying amounts of “voter power” is the belief that individuals in different
states have different probabilities of affecting the outcome of the U.S. presidential elec-
tion. For example, an individual in Florida, in the 2000 election, had a much greater
chance of affecting the outcome of the presidential election than anyone else in the na-
tion; that is, due to Florida’s intense political competitiveness in the 2000 election, an
individual voter in Florida was much more likely to cast the “tie-breaking” vote than
an individual in, say, Washington D.C. Furthermore, should a voter in Florida cast the
tie-breaking vote, he or she would send 25 electoral votes to the candidate of his/her
choice. Clearly, then, the more politically competitive the state in which a voter lives,
the more “voter power” he or she has. When calculating whether or not that voter’s
state will swing the entire election, we must then look at the number of electoral votes
at stake in that state.

In an often-cited paper, Banzhaf (1968) attempted to explain voter power in the
electoral college by proportionally relating voter power to the probability that a vote
changes the outcome of an election within his district times the probability that his
district will change the overall outcome.

Banzhaf ran a combinatorial analysis to determine how many times any given state’s
electoral votes would determine the outcome of the U.S. presidential election. Then,
using Sterling’s approximation (using the normal rather than the binomial distribution),
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he calculated the probability that a tie would occur in any given state. This probability
is approximately inversely proportional to the square root of 27wn;, where n; is the
population of state ¢. Then Pr(tie in state t) =

Pr(t) — — 8.1)

27TTLt

His method of computing voter power, then, was
Pr*(t) = Pr(¢)C} (8.2)

where C; is the number of combinations in which state ¢ is able to determine the
outcome of a given election, and Pr(¢) is the probability of a tie occurring in state ¢.
Because C} is directly proportional to the size of the state, and the probability of a
tie decreases only by the square root of its size, the larger states will hold a distinct
advantage over smaller states in this model.

As Margolis states, however, Banzhaf could only have arrived at (8.1) by treating
“Pr(t) as proportional to the fraction of all possible combinations of voter choices that
yield a tie” (Margolis, 1983: 322-323). The fallacy inherent in Banzhaf’s claim is that
he treats voting combinations like “coin tossing experiments.”

Since, a priori, all voting combinations are equally likely and therefore equally
significant, the number of combinations in which each voter can change the out-
come by changing his vote serves as the measure of his voting power (Banzhaf
1968: 307).

This statement is obviously false. All voting combinations are not equally likely,
which is why Republicans may count on the support of voters in Utah, and Democrats on
voters in Washington D.C. As Rabinowitz and MacDonald state in their paper on state
power in the presidential election of 1986, “Based on the Shapley value, the Banzhaf
formulation does not take into account the political competitiveness of the states” (Ra-
binowitz and MacDonald 1986: 77). This section develops this point and argues that
the Banzhaf formulation fails because he treats the probability of a voter selecting one
or the other candidate in all states exactly the same; that is, % In fact, when Margolis
made only slight changes to this probability, he found that the Banzhaf ratio disappears.
Similarly, Rabinowitz and MacDonald explain that when slight alterations are made in
this probability, the divisor (square root of n) may become inappropriate, rendering the
Shapley value less than truly representative of voter power (Rabinowitz and MacDon-
ald, 1986, p. 85). Therefore, it seems that a more accurate measure of voter power
would take into account the plurality by which a candidate wins a particular state in a
particular election, or more succinctly, the political competitiveness of a state.

A simple equation taking into account the variation in political competitiveness
among states is found in Kallenbach (1960). Kallenbach’s formula looks at the number
of electoral votes in each state, along with the plurality by which a candidate wins an
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election in that state. His formula is thus

EWVy
Sy =
t Pt

where V; is the total popular vote for all candidates in state ¢ , P; is the plurality of
the winning candidate in state ¢, E is the number of electoral votes at stake in state
t, and s; is the definition of the resultant state norm of t. Therefore, we divide the
total popular vote by the plurality by which a candidate won that state, and multiply
that number by the number of electoral votes in that state. For example, to calculate
Alabama’s state norm, we take the total popular vote in Alabama, V; =1,672,444 and
divide that by the number of votes G.W. Bush garnered over Gore, P, =247,085. In this
example, s; = £57 = 1,672, 444/247,085 = 6.769.

The number of electoral votes of Alabama is nine, so s; = 6.769 x 9 = 60.925.

In order to make state-by-state comparisons, we define S by summing all of the
values of s;, and dividing by the total number of electoral college votes & = ¥ F; =538.
Thus

(8.3)

1
S = EEst 8.4)
The relative power of state ¢ is then
S, 1 (8.5)
t = SSt .

In the 2000 election, S = %Est = 1,934,029.300/538) = 3,594.850. Therefore,
Alabama’s relative voting power, computed using (8.4) is 60.925 /3,594.850 = .017.
This figure represents the power of an individual voter in Alabama relative to national
average voter power.

Another measure which may be used to make state-by-state comparisons can be
obtained using average values in (8.1).

Let P, be the average state plurality, F, the average number of electoral votes at
stake and V, the average total popular vote , P is the average state plurality, E is the
average number of electoral votes at stake, and 7" is the the average number of electoral
votes at stake (F,) multiplied by the average total popular vote per state (V) divided
by the average plurality (P,). That is,

E.V,
T= 8.6
2 (8.6)
The second measure of relative voting power , or RVP, of a state is
1
Tt = fst (87)

In the 2000 election, 7= (2,028,574.451 /237,341.471) x 10.549 = 90.163.

Again using Alabama as the example, an individual in Alabama has a relative voting
power of 60.925 /90.163 = 0.676 (from 8.7). This figure also represents the power of
an individual voter in Alabama relative to average national voter power. The difference
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between the two measures of voter power in Alabama arises from the difference between
the two variations in calculating national average voter power.

Some of the usefulness of this analysis is that, unlike the Shapley value (which
Banzhaf used), it does not require that only two candidates compete. Therefore, we
may use these equations to examine relative voting power in the 2000 election, taking
into account all of the candidates that garnered any voters. Table 8.8 lists all of the
states, the total number of popular votes of each state, the state norm as well as the two
measures of relative voting power.

Table 8.8 Voting Power in the 2000 U.S.Election

State Total Popu-  Plurality Electoral State Norm  Relative Relative
lar Vote for of Winning Votes Voting Voting
All Candi- Candidate Power (S¢) Power (13)
dates
Alabama 1672444 247085 9 60.925 0.017 0.6757
Alaska 230667 71816 3 9.636 0.003 0.107
Arizona 1405311 79382 8 141.625 0.039 1.571
Arkansas 926938 51696 6 107.583 0.03 1.193
California 10679577 1283638 54 449.268 0.125 4.983
Colorado 1740842 145577 8 95.666 0.027 1.061
Connecticut 1419741 249907 8 45.449 0.013 0.504
Delaware 327870 43557 3 22.582 0.006 0.25
Florida 59574234 930 25 160146.8 44.549 1776.191
Georgia 2574234 305330 13 109.603 0.03 1.216
Hawaii 367799 67424 4 21.82 0.006 0.242
Idaho 488472 197945 4 9.871 0.003 0.109
Illinois 4741748 569628 22 183.134 0.051 2.031
Indiana 2176362 342536 12 76.244 0.021 0.846
Towa 1313899 4130 7 2226.947 0.619 24.7
Kansas 1059729 223962 6 28.39 0.008 0.315
Kentucky 1540667 232428 8 53.029 0.015 0.588
Louisiana 1759809 134833 9 117.466 0.033 1.303
Maine 646783 31385 4 82.432 0.023 0.914
Mass. 2691107 733269 12 44.04 0.001 0.488
Maryland 1925256 322433 10 59.71 0.017 0.662
Michigan 4192375 194621 18 387.742 0.108 4.3
Minnesota 2438297 57900 10 421.122 0.117 4.671
Mississippi 966047 148581 7 45.513 0.013 0.505
Missouri 2355142 78695 11 329.202 0.092 3.651
Montana 410798 102491 3 12.024 0.003 0.133
Nebraska 653732 193103 5 16.927 0.005 0.188
Nevada 608899 21590 4 112.811 0.031 1.251
New Hamp. 566796 7282 4 311.341 0.087 3.453
New Jersey 3110721 493654 15 94.521 0.026 1.048
New Mexico 598605 366 5 8177.664 2.274 90.7
New York 6301201 1531833 33 135.746 0.038 1.506
N. Carolina 2865214 370517 14 108.262 0.03 1.201
N. Dakota 289875 79272 3 10.942 0.003 0.121
Ohio 4569961 176426 21 543.963 0.151 6.033
Oklahoma 1234277 270009 8 36.57 0.01 0.406
Oregon 1528292 6460 7 1656.044 0.461 18.367
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State Total Popu-  Plurality Electoral State Norm  Relative Relative
lar Vote for of Winning Votes Voting Voting
All Candi- Candidate Power (St) Power (1}%)
dates
Pennsylvania 4875969 201103 23 557.661 0.155 6.185
Rhode Island 160062 121965 4 5.249 0.001 0.058
S. Carolina 1415430 226683 8 49.953 0.014 0.554
S. Dakota 316023 71765 3 13.211 0.004 0.147
Tennessee 2064135 78691 11 288.54 0.08 32
Texas 6399487 1367521 32 149.748 0.042 1.661
Utah 765845 310434 5 12.335 0.003 0.137
Vermont 290559 28893 3 30.169 0.008 0.335
Virginia 2734518 210560 13 168.829 0.047 1.872
Washington 2468809 138681 11 195.823 0.054 2.172
Wash. D.C. 189590 144984 3 3.92 0.001 0.044
W. Virginia 636617 38620 5 82.421 0.023 0.914
Wisconsin 2589881 5396 11 5276.594 1.479 58.556
Wyoming 213426 87253 3 7.338 0.002 0.081

It is clear from Table 8.9 that it is in those states in which candidates win by a small
plurality that voters have the most power. An interesting result of this analysis is that
voters in the smaller states can have much more voter power than those in larger states
if they are more politically competitive, in the sense of a small winning plurality For
instance, voters in New Mexico, a state with only five electoral votes, had roughly eigh-
teen times as much power as voters in California, a state with fifty-four electoral votes.
It is important, then, that we look not only at state size for attractiveness to candidates,
but also the political dynamic within the state to determine just how much a vote is
“worth.” Even though Florida was clearly the outlier in this election, diminishing the
worth of a vote in every other state across the board, the effect of Florida’s unusually
large voter power in this last election only serves to exemplify the point: A high de-
gree of political competitiveness combined with a large number of electoral votes is
extremely politically powerful.

When constructing models, it is important that the axioms of the model hold in the
real world, or the model loses much of its power. In this case, it means that since
the possibility of a tie in any state is not 0.5, we cannot state that voters in New York
necessarily have an advantage over voters in smaller states, such as New Mexico, nor
can assume that the median voter of the nation is the most attractive voter to candidates.
In fact, it appears that a vote in New York was worth, at most, one and a half times as
much as a vote anywhere else in the nation, worth less than two percent of a vote in New
Mexico, and less than a tenth of one percent of a vote in Florida. Therefore, we should
expect that those states in which heavy partisan favoritism has consistently been shown,
there will be a much lower probability of a tie vote than in those which have historically
been labeled as “swing states.” It is in these swing states that true voter power lies,
and Florida had the most powerful combination: a large number of electoral votes and
an extremely high degree of political competitiveness. Of course, the weakness of the
Kallenbach model lies in its inability to predict which state will be the most important in
future elections; however, we may still predict that those states which have historically
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shown a high degree of political competitiveness will be disproportionately important
to candidates in current and future elections.

8.2.3 Representing electoral competition

We can position the states along a political spectrum, finding their position on the spec-
trum by first noting which candidate won that particular state (states won by the De-
mocratic candidate lie to the left of the spectrum, and states won by the Republican
candidate lie to the right of the spectrum).

For each state, divide the plurality of the winning candidate, P;, by the total number
of popular votes, V;, cast in the state, and define

Iz
Ty = v, (8.8)

Then z; is the distance of state ¢ from the “center space” along the spectrum.

Mapping this information onto a spectrum is rather easy: We may now view the
states’ positions along this spectrum as their positions are determined by the political
competitiveness of each state, which is determined by the plurality of the winning candi-
date divided by the total popular vote. To use Alabama as an example again, we would
determine its position by dividing the number of votes by which G.W. Bush won the
popular vote (247,085) by the total popular vote (1,672,444), so

%.: (247,085) / (1,672,444) = z; =0.1477.

The number of electoral votes the state holds determines the height, or weight, of
the state. Thus, Figure 8.3 displays the political distribution of states (and hence, votes)
in the 2000 election.

This model, which takes into account both political competitiveness and number of
electoral votes, does extremely well, post facto, as a way of determining whose vote was
“worth” the most. However, for a model to be truly appealing, it must also hold some
degree of predictive power. Therefore, in an attempt to display the degree of political
competitiveness among the states, Table 8.2, in the Appendix to this chapter, depicts the
political positioning of the 51 states in elections dating back to 1968.

States with potential to swing (which we can call LPS states), such as New Hamp-
shire, tend to choose a specific party in elections, though the entrance of a strong third
candidate (such as Perot in the 1992 and 1996 elections), or an extremely weak candi-
date from the state’s historically favored party, may “swing” the state to the opposition.
In other words, though voters in the LPS states may not punish a candidate for straying
too far from traditional party stances by voting for his opponent, the movement away
from these stances may create a pool of “negative voters;” that is, it may create a pool
of disaffected voters who abstain, or allow for entry of a third candidate, thus increas-
ing the probability of losing the state. In the 1992 presidential election, this occurred
to some extent with the entry of Ross Perot. In 1992, Perot took 18.9% of the popu-
lar vote which, in turn, gave many Republican LPS states, such as Kentucky, Louisiana,
Montana, Nevada, and New Hampshire to Clinton.
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Landslide elections have the effect of pulling the spectrum in the direction of the
winning candidate so that all swing states become the winning candidate’s states, and
his opponent’s LPS states also either become his, or he loses them by a an extremely
small plurality. The extremely loyal states may slightly shift their positions, moving
closer to the winning candidate, but will remain loyal to their party. For instance, in
1972, a landslide election in Richard Nixon’s favor, Nixon took 520 electoral votes
to McGovern’s 17 (Leip, 2002). All of the swing states went to Nixon; Minnesota, a
Democratic LPS state, went to Nixon, as did New York. Washington D.C., however, an
extremely loyal Democratic state remained Democratic, with a political positioning of
—56.54.

The analysis above is given in an attempt to gain insight into the political dynamic
in states so that predictions about future elections and more accurate statements of voter
power may be made. Of course, however, there is no method that would allow ab-
solutely precise and accurate long-term forecasting as both demographics and the im-
portance placed on ideological dimensions in the states change over time. For instance,
the Southern states rather consistently voted Democratic in elections until the emer-
gence of civil rights issues in the 1960°s. The prominence of these issues eventually
turned many of the Southern states, including Alabama, Mississippi, and Louisiana into
loyal Republican states. However, excepting major changes in ideology, in the 2008
election, we may expect Washington D.C. to once again fall to the Democratic candi-
date, and Utah to once again vote Republican. Therefore, we may make fair predictions
about optimal positioning of candidates and optimal expenditure of campaign moneys
in future elections based on the historical positioning of the states. For instance, one
may look at Table 8.2 and confidently assert that Rhode Island will vote for the Demo-
cratic Party in the 2008 election, and Wyoming, Idaho, Utah and Alaska will vote for
the Republican Party. Excepting a landslide election, lowa, Missouri, Minnesota, Ohio,
Oregon, Michigan, New Mexico, Pennsylvania, Tennessee, Washington and Wisconsin
will display continued political competitiveness.

8.2.4 Strategy in the Context of the Electoral College

In the 2000 election, it was essential that a candidate not only retain his party-loyal
states, but also be politically attractive enough to win the swing states. Was it merely
Gore’s neglect of states supposedly “in-the-bag,” such as Tennessee, that cost him the
election? Or did Bush do a better job at balancing policies geared towards LPS states
and those towards the swing states? Though we can confidently assert at this point that a
vote in Florida was worth much, much more than a vote anywhere else, Bush would have
lost the election had he geared his policies only to the swing voters in Florida. Therefore,
it is essential that we see all of the states as individual actors, each with differing power,
but all holding some power over at least one of the candidates:“at least one” because
extremely loyal states do not necessarily hold much appeal for the candidate to whom
support is not likely. For instance, instead of concentrating on Kansas or Nebraska, a
Democratic candidate would be wiser to craft his policies based on the preferences of
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the voters in his LPS states (Minnesota, Maryland, etc.) and those of voters in the swing
states, (New Mexico, Florida, lowa and Wisconsin). Furthermore, the candidate is not
necessarily restricted to the median position of those states.

Additionally, in “real-world” politics, we observe that candidates do not have enough
flexibility in terms of party and financial support to adjust their positions so that they
are able to “win away” loyal states from the opponent. Rather, there is a region of ac-
ceptability within which candidates may adjust their platforms in an effort to attract
votes in the politically competitive states. Therefore, a strategically competitive can-
didate should observe the political spectrum and truncate the spectrum so that his new
map includes only his loyal states, LPS states, and the swing states. On this new, trun-
cated spectrum, the candidate should position himself so that he maximizes state share,
activist support, and attraction to individual swing voters in the competitive states.

Again, presidential candidates do not want to choose the median voter’s policies, as
this would, in reality, be an arbitrary choice. Rather, he wants to choose policies which
will allow him to win his loyal states. In the 2000 election, Bush needed to situate
himself so that he won Florida, while maintaining Indiana, for example. It is important
that when attempting to choose those policies which will garner a candidate the swing
states, he not alienate voters in the LPS states by straying too far from partisan stands
on core issues. For Republicans, this might mean preserving traditional stances on land
tax and gun control; for Democrats, civil rights issues and the environment. The key
argument is that a candidate must pick his battles, so to speak. It would have been a
gross misjudgment for Bush to campaign hard on the environment, as Gore (or Nader)
had already secured those votes (or states).

Furthermore, Bush would have alienated those states for which environmental pro-
tection is considered a threat, such as Alaska. Instead, a winning constellation is one that
takes loyal states’ strongest preferences into consideration and then maneuvers around
them in order to garner the bare majority of votes in the swing states. Additionally,
though the entrance of a third candidate into the U.S. presidential election does not nec-
essarily enter the candidates into a chaotic cycle, it will force candidates to pick new
policy constellations (or at least slightly alter their existing ones) in order to maximize
their share of states.

8.2.5 Concluding Remarks

The notion of equilibrium in the traditional median voter theorem is that both candi-
dates will converge to the center because neither candidate can do better given his op-
ponent’s position. However, both candidates can do better by moving away from the
center and attracting the “disaffected” voters, party support from activists, and perhaps
even winning the swing states by garnering votes from the more extreme voters in those
politically competitive states. For even though Florida lies in the center of the political
spectrum, it is not a politically neutral state; rather, it is extremely politically competi-
tive, with voters almost evenly divided between the two parties.

The median voter theorem is still a highly useful tool, for very simple situations;
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however, the U.S. presidential election process is anything but simple. Varying voter
power due to the winner-take-all aspect of the electoral college gives rise to signifi-
cantly different strategies than would be suggested by the traditional median voter the-
orem. Though the median voters in the swing states still hold some power in any given
election, the median voter of the nation holds little value for candidates.

The implications of these results for the electoral college and representation in the
United States are substantial, for policies directed at the national median voter will
greatly differ from the policies candidates will attempt to pursue in the context of the
electoral college. As we saw in this most recent election, an arguably noncentrist can-
didate won the election by strategically appealing to voters in both his loyal states, and
the key swing state, Florida. It remains a normative question as to whether we should
maintain the electoral college, as presently structured, or if it allows for the greatest rep-
resentation of the people or merely selective representation of those states forming a
winning combination. But it is entirely clear that the target in the presidential election
is not the national median voter as the traditional median voter theorem suggests.
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Table 8.9. Positioning of States in U.S.Elections

State 1968 1972 1976 1980 1984 1988 1992 1996 2000
Alabama 47.13 46389  -13.11 1.3 22.26 19.3 6.77 6.97 14.77
Alaska 2.64 23.51 2225 27.94 36.79 21.21 9.17 17.53 31.13
Arizona 19.76 31.26 16.57 32.36 33.88 14.18 1.95 -2.22 5.65
Arkansas *8.10 38.18  -30.06 0.61 22.18 2332 -17.72  -11.02 5.58
California 3.08 13.46 1.78 16.77 16.25 357  -13.39  -12.89  -12.02
Colorado 9.14 28.01 11.47 24 28.32 7.78 -4.34 1.37 8.36
Connecticut -5.16 18.44 -5.17 9.63 21.9 5.1 -6.44  -18.14 -17.6
Delaware 3.51 20.41 -5.41 2.33 19.85 12.4 -82  -1525 -13.28
Florida 9.6 44.12 -5.28 17.02 30.66 22.36 1.89 -5.7 0
Georgia *12.43 5039  -33.78  -14.83 20.39 20.25 -0.59 1.17 11.86
Hawaii -21.15 24.96 -2.53 -1.9 11.28 -9.52 -114 -2529  -18.33
Idaho 26.13 38.2 22.55 41.27 45.97 26.07 13.61 18.54 40.52
Tllinois 2.92 18.52 1.97 7.93 8.25 208  -1424  -17.51 -12.01
Indiana 12.3 32.77 7.62 18.35 23.99 20.16 6.11 5.59 15.74
Towa 12.19 17.13 1.01 12.7 739 -10.22 -6.01 -10.34 -0.31
Kansas 20.13 38.15 7.55 24.56 33.67 13.23 5.14 18.21 21.13
Kentucky 6.14 28.6 -7.19 1.38 20.61 11.64 -3.21 -0.96 15.09
Louisiana *20.11 36.97 -5.78 5.45 22.6 10.21 -4.61 -12.07 7.66
Maine -12.23 22.99 0.84 3.36 22.05 11.45 -8.38  -20.86 -4.85
Maryland -1.64 239 -6.04 -2.96 18.99 291 -1418  -1599  -16.75
Mass. -30.12 -8.97  -15.67 0.15 -0.18 -7.85  -18.52  -3338  -27.25
Michigan -6.73 14.39 5.39 6.49 5.49 7.9 -74  -13.21 -4.64
Minnesota -12.53 5.51 -12.87 -3.94 2.79 -7.02  -11.63  -16.15 -2.37
Mississippi *40.44 58.57 -1.88 1.32 24.26 20.82 8.92 5.13 15.38
Missouri 1.13 24.53 -3.63 6.81 20.05 398  -10.15 -6.3 3.34
Montana 9.01 20.08 7.44 24.39 22.3 5.87 -2.51 2.88 24.95
Nebraska 28.01 41 20.74 39.53 41.74 20.96 17.19 18.7 29.54
Nevada 8.16 27.36 4.36 33.81 33.88 20.94 -3.44 1.02 3.55
New Hamp. 8.18 29.12 11.28 29.39 37.69 26.12 -1.22 -10 1.28
New Jersey 2.13 24.8 2.16 13.42 20.89 13.64 -237  -17.86  -15.87
New Mexico 12.1 24.47 2.45 18.18 20.48 4.96 -8.56 -7.33 -0.06
New York -5.46 17.33 -4.42 2.67 8.01 -4.1  -18.44  -2831 -24.31
N. Carolina 8.25 40.58  -11.04 37.66 24 16.26 0.79 4.69 12.93
N. Dakota 17.71 26.28 5.85 38.03 31.04 13.06 12.03 6.81 27.42
Ohio 2.28 21.56 -0.27 10.6 18.76 10.85 -1.83 -6.36 3.86
Oklahoma 15.7 49.7 1.21 25.53 37.94 16.55 8.62 7.81 21.88
Oregon 6.05 10.12 0.17 9.66 12.17 -4.67 -9.95 -8.09 -0.42
Pennsylvania -3.57 19.98 -2.66 7.11 7.35 232 -9.02 -9.21 -4.12
Rhode Island -32.25 6.19  -11.28  -10.47 365 -11.71  -18.02  -32.89 -76.2
S. Carolina 5.79 43.06 -13.04 1.24 27.99 23.92 4.23 5.84 16.02
S. Dakota 11.31 8.63 1.48 28.83 26.47 6.34 3.52 3.46 22.71
Tennessee 3.83 37.95 -13 2.9 16.27 16.34 -4.65 -2.41 3.81
Texas -1.27 32.97 -3.17 13.86 27.5 12.6 3.48 4.93 21.37
Utah 19.42 41.25 28.79 52.21 49.83 34.17 18.71 21.07 40.53
Vermont 9.22 26.2 11.2 5.94 17.11 3.52 -15.7  -22.26 -9.94
Virginia 10.87 37.72 1.34 12.72 25.19 20.5 4.37 1.96 7.7
Washington -2.11 18.28 3.88 12.34 12.97 -1.59  -11.44  -12.54 -5.62
Wash., DC -63.64  -56.54  -65.12  -61.49  -71.66  -69.21  -75.55  -75.85 = -76.47
W. Virginia -8.82 2722 -16.13 -4.5 10.51 -4.74  -13.02  -14.75 6.07
Wisconsin 3.62 38.54 -1.68 4.72 9.18 -3.62 -4.35  -10.33 -0.21

Wyoming 20.25 9.67 19.49 34.67 42.27 22.52 5.6 12.98 40.88




Chapter 9

Topics in Political Economy

9.1 Why People Vote

Note.*!

Although many of the traditional discussions in economics focus on the production,
consumption, and transfer of wealth, an equally suitable definition of economics is
“the science which studies human behavior as a relationship between ends and scarce
means which have alternative uses.” (Robbins, 1932). The fact that humans are the
actors behind the aggregate models used by economists makes it rather counterintu-
itive that psychology does not inform economics (Camerer, 1999). Camerer points to
the history of both fields to explain this discrepancy, namely the different conceptu-
alizations of a theory that led economists in the 1940s to justify ignoring psychology.
To an economist, a theory is a body of mathematical tools and theorems; whereas
to a psychology, a theory is a construct that organizes experimental findings. Called
the “f-twist” after its main supporter Milton Friedman, economists saw that theories
with even potentially false assumptions could lead to surprisingly accurate predictions,
leading to the replacement of psychology with a set of assumptions in economic the-
ory. Because of this history, “economics assumes that the economic actor is rational,
and hence he makes strong predictions about human behavior without performing the
hard work of observing people.” (Simon, 1959, pp. 254).

The assumption of rationality has led economists to use rational choice theories to
formally model economic behavior. Although models of rational choice vary, all as-
sume that individuals choose the best action according to a set of stable preferences
and constraints facing them. Most economic models also employ methodological indi-
vidualism, assuming that collective behaviors are the aggregate of individual actions.
Other assumptions are often added, for example that an individual has full or perfect
information about the consequences of his/her available choices and that an individ-
ual has the cognitive ability or time to rationally consider the relative utility of each
choice.

In 1957, Downs used a rational choice theory to model voting behavior. He defined

41 This section was written by Mindy Krischer.
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his model as:

R=nB-C

where R corresponds to the result of the utility calculus one makes when deciding
to vote. If R > 0 an individual votes, if R < 0 then the individual abstains. B
is the difference in utility that a voter perceives between his most and least preferred
candidate, 7 is the probability that a voter will bring about benefit B by voting, and C
is the cost of voting. Therefore, the only way for R to be greater than zero, is for 7B
to be greater than C'. However, as the number of voters increases the likelihood that
one individual’s vote determines the election declines so that P declines rapidly as the
number of voters increase. Therefore, B has to be very large or else a rational individual
abstains. Given this, even a small cost to vote should be a large deterrent (Simon, 1959).
Since voting is costly in both information costs and the actual act of going to the polls
and voting, a rational individual should abstain.

The conclusion that a rational individual should almost never vote coupled with the
fact that individuals do vote presents a problem for the reliance on rational choice mod-
els to explain behavior. For a democracy to function, citizens must vote, therefore the
decision appears to require a choice between serving ones own self-interest and the
social good (Acevado & Krueger, 2004). Inability for theory to account for practice,
has led economists and political scientists to turn to psychology to explain this behav-
ior. Although psychological principles are beginning to be included in voting research,
researchers appear to be selectively choosing principles to apply, thereby neglecting
the more comprehensive view psychology can provide to explain the individual deci-
sion to vote. This section attempts to identify how economists and political scientists
have expanded on the Downs (1957) rational choice model through operational defin-
ing of terms and exploration of potential psychological variables. It then addresses other
psychological constructs that can further explain findings and fill in the gaps in this re-
search. Lastly, an attempt to combine both paradigms into a potential model is explored.

To explain why his rational choice model predicts lower turnout that actually occurs,
Downs suggested that voters may vote because of a desire to support democracy and
ensure the survival of the democratic process. Along the same viewpoint, Riker and
Ordeshook (1968) added a variable D to the original Downs equation. To them, D
represents the utility that a citizen receives from the act of voting itself, regardless of
who wins the election. Thus, D is conceptualized as a long-term utility investment,
a sense of civic duty or utility from affirming partisanship. Their model is, therefore,
stated as:

R=nB-C+D
Riker and Ordeshook (1973) found that there was empirical merit to adding this term.
When voters expect an election to be close (when 7 is relatively large) as well as when
there is a high B (voter perceives a large difference between the candidates) voter
turnout is higher, however these effects are minor relative to the effect of “citizen duty
scores.” When D declines, the percent voting declines much more rapidly than when B
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or 7 decreases.

The Riker and Ordeshook findings essentially reduce the model to R = D — C.
However, this makes the decision to vote independent of the particulars of the election,
which is contrary to empirical findings. Also the Riker and Ordeshook model does
not explain how the combination of these variables could predict whether an individual
votes or abstains. This has precipitated two directions in the voting calculus literature
(1) how to conceptualize the terms and on their relative importance and (ii) a search to
find variables to explain and predict whether an individual chooses to vote in any given
election.

An significant problem with the Riker and Ordeshook model is that they assumed the
cost was small to the point of being inconsequential (Sigelman & Berry, 1982). Downs
had argued that the returns from voting were so low that even tiny variations in cost
could have large effects. Other researchers have used demographics to proxy for cost
or assumed the cost of voting was equal; two assumptions which Sigelman and Berry
argue are incorrect. They therefore attempt to use a clearer and more direct measure
of the cost of voting to analyze the validity of Riker and Ordeshook’s model. In their
study, cost was a dichotomous variable consisting of whether an individual affirmed the
statement that “voting personally takes a lot of time and effort.” Also included were sur-
vey responses to the importance of voting, how close respondents’ thought the election
would be, and belief of which candidate could better handle two different situations. A
discriminant analysis was performed on these survey responses to the 1968 presidential
election with voting or abstaining as the grouping variable. Although those who voted
were more likely than those who abstained to look upon voting as a worthwhile activity,
the cost term clearly dominated the discriminant function with 35.5% of the abstainers
reporting high cost to voting while only 8.4% of the voters reported high cost.

Katosh and Traugott (1982) explored the relative importance of a short term, elec-
tion specific, versus long-term, civic duty, motivations to vote. They conceptualized
participation in a similar manner to the Downs and Riker and Ordeshook - as a function
of the difference between the value from and cost of voting. He predicts that long-term
value from voting is primarily associated with the decision to register to vote, as op-
posed to the decision to actually vote in a given election. Given that turnout is measured
in terms of percentage of registered voters that vote, and turnout varies from election
to election, a theory that predicts that a long-standing feeling of civic duty solely in-
fluences turnout does not make sense. The argument could then be made that a certain
amount of “civic duty” or long-term investment in the democratic process is necessary
for an individual to choose to register to vote. Therefore, short-term election specific
motivations should account for variability in turnout. Katosh and Traugott found such
a conceptualization to be empirically valid. This finding implies that theorists can not
simply use and assume away the problems with the rational voting model by saying the
act of voting itself gives some utility.

Sanders (1980) attempted to measure the terms differently, in order to examine the
relative importance of the terms. In this model D was assessed by a person’s response
to the statement that “a person should not vote if he doesn’t care how the election turns
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B

out”; m was assessed by the perceived closeness of the election in the state, B was
assessed by the sum of strength of party affiliation, degree of interest in the campaign,
and different in feelings of the two candidates, and C' was approximated by an index
comprising of rural-non-rural residence, educational level, income, length of residence
in the community. Using cross-tabulated results from the 1972 election survey, Sanders
found that B, the perceived utility difference, was of primary importance.

Findings from a longitudinal study of voting attitudes suggests that turnout is better
when there is one candidate that one cannot stand, supporting the importance of short-
term election characteristics in decisions to vote (Krosnick, 1988). Along this line,
strategic voting also demonstrates why B should be important in a model of the decision
to vote. McKelvey and Ordeshook (1972) created a model whereby a voter might be
willing to vote for his/her second most preferred party if the more preferred party was
unlikely to win and if there is a close contest between the second and third ranked
parties. Alvarez and Nagler (2000) use a multinomial probit analysis to examine full
choice set while allowing voters to see some parties as close substitutes. A voter’s
utility for each party is therefore conceptualized as a function of the voter’s position
on issues relative to the parties position on issues, as measured by the mean of the
party placement on an eleven-point issue scale by all respondents, where the distance is
measured in absolute value. Using this model, Alvarez and Nagler found that 7.2% of
the voters in the UK election of 1987 voted strategically.

Although it may seem that the ‘B’ term should be highly weighted, Ledyard (1984)
raises caution to doing this, arguing that the probability of a pivotal vote is important
in the calculus. Palfry and Rosenthal (1985) use game theory to look at voting turnout
when candidates take different and fixed positions. They find that high turnout occurs
when there are nearly identical numbers of voters supporting each candidate, however
when supporters were randomized to candidates there was a low probability of turnout.
Thus, uncertainty about the number of voters led to a low turnout equilibrium.

The aforementioned studies have elaborated problems with the rational choice mod-
els. The inability of these different conceptualizations of the variables and measure-
ments to both explain and predict whether an individual chooses to vote in a given elec-
tion has made the need to bring other explanations of human behavior into the equations.

One possible explanation stems directly from the expected utility standpoint. Strom
(1975) explains that there are four relevant electoral outcomes based on how a citizen
says he/she would feel if he/she votes/abstains and his/her preferred/not preferred can-
didate wins. The magnitudes of utility for these outcomes are not symmetrical because
individuals take into account the subjective estimated probability that an outcome will
occur if he/she votes and an outcome will occur if he/she doesn’t vote. Therefore, if the
difference between a citizen’s expected value of voting and of abstaining exceeds the
cost of voting, he/she will vote (see also Kanazawa, 2000).

This theory has been understood as belief in personal relevance, where individuals
speculate about the potential outcomes of the election and how they would feel about
their behavior in light of these potential outcomes. As described by Strom, an individual
can choose to vote or abstain and their preferred candidate can either win or lose. Thus,
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each individual is faced with four different potential outcomes. The idea is that an
individual deciding to vote speculates that if they did not vote and their candidate lost
they would think- “what if my behavior were different?” From this logic, they will
believe that their vote will not be wasted and therefore, vote.

A similar theory has been proposed by Kahneman and Tversky (1984) called the
voter’s illusion, where a voter projects his/her intention to voter or abstain to similar
others. Because this projection differential inspires greater optimism regarding the elec-
tion outcome when voting rather than abstention- many people choose to vote. In their
supporting study, participants were asked to identify with one of two parties seeking
to govern the country of “Delta.” Some participants learned that the electoral outcome
depended on each party’s ability to mobilize its supporters. Others learned that the elec-
tion depended on the ultimate behavior of unaligned voters. Thus, only participants in
the party-supporters condition could use their own intentions (vote or abstain) to pre-
dict the outcome. All participants predicted the electoral outcome under the assumption
they had voted, and under the assumption they had abstained. The results indicated a
voting illusion. Kahneman and Tversky suggest that when considering voting, and an
individual expects that their preferred candidate will win, he/she may be tempted to ab-
stain, thinking that his or her individual vote is not needed. If the person then decides
to abstain this state of mind may also be projected to like-minded others, resulting in a
new expectation of defeat. One way a person can avert a cycle of changing forecasts is
to vote.

Acevado and Krueger (2004) use the same basic experiment as Kahneman and Tver-
sky to test both a belief in personal relevance and the voter’s illusion. They add a ma-
nipulation of timing of voting behavior to explore the possibility that the voters illusion
is stronger among earlier voters suggesting that voters believe that their own personal
decision to vote might induce others to do the same. For each of the possible scenarios
about their voting and expected outcome of the election, participants rated the degree to
which they would experience a sense of having wasted a vote, their confidence in vot-
ing in the next election, and the extent of their regret and satisfaction. Only a modest
voter’s illusion effect was found. However, a belief in personal relevance was found to
be robust and not related to the voter’s illusion.

This research suggests that perceived closeness of the election and perceived feel-
ings at the conclusion of the election based on behavior and election outcome are impor-
tant variables. The voter’s illusion seems improbable in a situation where the electorate
is large and diverse, because it does not explain research that turnout decreases as the
electorate increases (Harkins & Latane, 1998). Belief in personal relevance, however,
explains this empirical finding that turnout increases for closer elections and decreases
for a larger electorate. It also explains why some voters act strategically. Despite the
failings of the voter’s illusion, it does suggest that a social desirability or a social influ-
ence variable might be a useful consideration.

Sigelman (1982) reports that the percentage of survey respondents who say that they
voted in a particular election is consistently larger than actual voter turnout by five to
twenty percent. He uses the results from the 1978 CPS National Election Survey to dis-
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cover the characteristics of the misreporters, those who feel the influence of social desir-
ability enough to lie about voting but not actually vote. In the election being considered,
12.8% of respondents misreported voting then they originally abstained. Misreporters
tend to be less interested and less emotionally involved in politics and less inclined to
think it is their civic duty to vote as voters, but have more of these qualities than the ad-
mitted nonvoters. This shows that although social desirability is important, it does not
by itself produce voting behavior.

Fowler attempted to explain voting behavior by saying that people who vote are “dis-
criminating altruists,” where voters have altruistic preferences toward specific groups
Therefore they vote because they get utility from emphasizing the preferences of their
group. However, Parfit (1984) suggested that voters act rationally if they care about the
benefits of voting to others. They calculate that the total number of people benefiting
from the victory of the ‘superior candidate’ offsets the costs of voting. Under both these
theories, turnout would be consistent from election to election, which is inconsistent
with research (Harkins & Latatane, 1998).

The attempts to add social influence to the models have led to an interest in a “group-
based” model of voter turnout. In these models, group members participate in elections
either because they are directly coordinated and rewarded by group leaders or because
they believe themselves to be ethically obliged to act in a manner that is consistent with
the group’s interest. The first motivation is described by group mobilization models,
which assume groups of ideologically similar individuals with leaders who coordinate
turnout. In these models, group leaders determine the level of turnout by allotting re-
sources to members. Since buying votes is illegal, the models assume that leaders exert
social pressure on members. The social pressure encourages members to vote and exert
social pressure on other members to do the same. Thus, the model requires leaders and
members who have regular contact and communication.

The other main group-based model is an ethical voter model where voters are moti-
vated by ethical concerns for the welfare of others. Ethical agents evaluate alternative
behavioral rules in a Kantian manner by comparing the outcomes that would occur if
everyone who shares their preferences were to act according to the same rule. Second,
the receive a positive payoff for acting according to a behavioral rule they determine is
best given their preferences and their evaluation of alternative rules. Harsanyi (1977)
modeled this idea and concluded that rule-utilitarians get a payoff larger than their cost
of voting if they act according to the welfare-maximizing rule, thus, turnout will occur
if there are many rule-utilitarians in the population.

Feddersen and Sandroni (2006) introduce preference diversity into Harsanyi by as-
suming that there is a continuum of voters that can be partitioned into those who believe
that candidate 1 will produce a better outcome and those who believe candidate 2 will
produce a better outcome. Each group consists of ethical voters and abstainers, under
the assumption that ethical voters receive a payoff greater than their cost of voting for
acting ethically while abstainers have a negative utility from voting and choose to ab-
stain. They find that turnout and margin of victory are positively correlated but this
correlation is not caused by changes in the pivot probabilities. However, as the relative
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size of the two groups of voters become more equal, turnout increases and the margin of
victory decreases. Feddersen (2004) argues that not only does such a model not provide
any extra information about why people vote, but also it raises the questions of whether
group membership, if important, is endogenous or exogenous to interest in the political
process. In addition, the group mobilization model yields concerns about the reasons
that people join groups and the influence that groups can have.

The fact that empirical studies have consistently found persistence in voting to be
robust has led researchers to speculate as to why this is the case. Campbell et al. (1960)
refers back to Downs’ original conceptualization of civic duty and suggests that the
psychological draw to vote is enduring such that people have long-standing feelings of
their duty to vote which exert themselves over each election. Stated more generally,
people make similar choices when faced with similar situations. Similarly, it may be
that certain people are always encouraged by campaigns and other contextual effects.
Another explanation for this effect is that voting is habit forming (Gerber, Green, &
Shachar, 2003)). According to this theory, psychological reasons might cause an indi-
vidual to initially vote or not vote, but the behavior itself then is the primary influence
on subsequent behavior. Brody and Sniderman (1977) report that past voting behavior
predicts current turnout when controlling for a large number of individual-level traits,
most importantly, age, race, income, education, sex, and psychological involvement in
politics. Proponents of this theory cite the “foot in the door” theory of Freedman and
Fraser (1966) where participation makes one more likely to participate in the future,
even though the events are independent.

This theory has important predictions because variation in the political environment
has the potential to produce long-term effects. Gerber, Green, and & Shachar (2003)
caution that what may be called habit may merely reflect the inability to account for
persistent causes of voting, especially since previous research in this area has been based
on a correlational design. To explore this idea, they conducted a large field experiment
prior to the November general election of 1998 in New Haven, Connecticut. Subjects
were randomly assigned to treatment conditions where they were encouraged to vote
through personal canvassing or mailings prior to the election. This was done because
canvassing has been shown to increase turnout in a number of other studies. They then
used public records to track voting behavior for the 1998 and 1999 elections. They
also looked at the individual’s past voting behavior in the 1996 election to separate the
effects of habit or unobserved heterogeneity. They found that personal canvassing and
direct mail had significant effects on voter turnout in 1998, with 10.2% more turnout
in the personal canvassing condition and 1.5% more turnout in the mail condition, than
in the control. This effect is particularly robust given the fact that the election was an
uneventful reelection of a democratic incumbent in a mostly democratic city and only
39.2% of all registered voters voted. Voting in the 1998 election raised the probability
of voting in the 1999 election by 55% and this effect was more robust when controlling
for voting in the 1996 election.

These results are certainly encouraging for the ‘voting as habit’ theory. One possible
explanation is that voting is reinforcing, parties target voters and perhaps the party atten-
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tion encourages one to vote again. Also, voting might lead to an increase in feelings of
civic obligation and interest in politics. Gerber also suggests that voting makes attitudes
about engaging in the act of voting more positive, which is supported by research on
attitude change by Fishbein and Ajzen (1975). A non-voter who may be apprehensive
about going to the polls however, may become more comfortable with the process once
he/she votes. Voting may also become part of one’s self-concept, therefore becoming
the ‘default’ behavior on election day.

Kanazawa (2000) postulates that voters take a win-stay/lose-shift approach to voting.
Therefore, they look at their past voting behavior and election outcomes when deciding
when to vote, redefining ‘p’ as a stochastic learning variable. Although his methodology
has been criticized (Martin & Shieh, 2003), it raises an interesting question of whether
voting becomes a habit only after a favorable election.

The use of a cost/benefit rational choice model to examine voting behavior predicts
that voting is irrational in situations where the electorate is big and therefore the prob-
ability of an individual vote influencing the outcome is very small. The fact that costs
cannot be ignored bears the question of why do people vote. Researchers have dis-
tinguished between short-term influences and long-term motivations for voting, where
long-term motivations are conceptualized as a sense of civic duty, long term interest
in elections, or habit. Short-term motivations are large difference in perceived util-
ity between the candidates, or other election-specific influences. Expected utility from
counterfactual thinking has also been identified. This counterfactual thinking will only
influence one’s voting behavior, however, if one cares about the outcome of the elec-
tion. Social desirability of voting also appears to be important in light of group-models
and the fact that personal canvassing/mail does influence turnout.

There are a few particular psychological concepts that may help to shed more light
on the ideas of why people vote that have been considered, especially with respect to
groups, belief in personal relevance, and the assumption of rationality.

Groups have special psychological and social traits that separate them from just an
aggregate of individuals. Many psychologists have an operationally defined definition
of groups stressing the cohesiveness in identity or values. While Gordon Allport (1954)
emphasized the notion of a common fate, or experience, Asch (1956) stresses that no
matter how different, each member possesses a common characteristic, idea, or purpose.
Other psychologists emphasize the mutual influence exerted among members (Wilder
& Simon, 1998). Individuals gain a large part of their identity and self-concept from the
groups in which they belong (Simon, 1998). The social-categorization theory specifies
that the predominance of the social identity over the personal identity guides a per-
son’s perceptions and behavior as the person will perceive his world as the group does
(Turner, 1987). Group norms emerge out of the expectations about dynamics and focus
of the group itself. This suggests that groups can have a large influence on the behavior
of members which does not have to be the direct influence of leaders, as the mobiliza-
tion theories of voting suggest. Rather, if people in an individual’s social group place
importance on voting, one might vote to remain connected to the other group members.

Belief in personal relevance assumes that one looks at an expected outcome and how
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that outcome would make one feel if they had/had not voted. Along similar lines, habit
theories postulate that voting occurs because of past voting behavior. Behaviorism of-
fers an alternative explanation to these theories of voting, that of superstitious behavior.
Superstitious behavior can be defined as behaving in a manner as if there is a contin-
gency between one’s behavior and a given outcome, although no contingency really
exists. One continues to do the behavior, because one does not test out the alternative
and therefore, one does not actually learn that no contingency really exists. Thus, super-
stitious behavior occurs when the outcome is important to the individual so that he/she
does not ‘risk’ testing the contingency (Skinner, 1948). Therefore, superstitious behav-
ior explains why athletes have “lucky socks” even when they cognitively know that the
socks do not make a difference in their performance. Superstitious behavior can also
explain much of voting phenomenon. If the outcome of the election is important to an
individual, then they will vote because they do not want to ‘risk’ an outcome if they
do not vote, even if they know their vote will have little effect on the outcome. In be-
havioral terms, habitual behavior results from an association between a behavior and
an outcome. Therefore, if individual X votes in a given election and the result is posi-
tive, they will perceive a positive contingency between their behavior and the outcome.
If subsequent elections are important to the individual, he/she will not test the alter-
nate contingency (outcome if don’t vote), and therefore he/she will vote again. Similar
to theories of voting as a result of habit or learning, this bears the empirical question
of whether those who vote and their candidate wins are more likely to vote in future
elections.

Taken with the prior research it seems that a combination of a long-term interest
in politics or a feeling of civic duty combined with a social influence variable leads
people to register to vote. The characteristics of an individual election, possibly also
with social influence, will lead a person to begin voting, and superstitious behavior may
explain dynamic patterns in voting. The question of rationality is of crucial importance
for trying to combine these variables to both explain and predict turnout.

Fortunately for the economists, it appears that the rationality assumption can remain,
whereas a good decision is characterized as one in which the best available course of
action is chosen in the face of characteristic uncertainty about the consequences. Neuro-
scientific studies have found evidence supporting the conceptualization of the expected
utility hypothesis as the result of multiplying the alternative’s subjective value by prob-
ability. Some neuroimaging studies have used dopamine neurons to study responses to
earned rewards. Other studies have suggested that the part of the brain used for prob-
ability estimation is separate from the reward areas, supporting the utility hypothesis.
Experimental neuroimaging with animals has revealed brain areas that appear to di-
rectly encode the utility of a stimulus. These areas are often characterized as a motor
preparation area, supporting the idea expected utility leads to behavior (Sanfey, 2007).

Thus, it seems like researchers’ suggestions that relaxing the assumption of ratio-
nality in economic models will make models more psychologically valid is false (see
Simon, 1959, Camerer, 1999). In fact, Shapiro (1969) argues that a rational choice
model is not by definition inconsistent with a model that looks at attitudes and beliefs.
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According to him, rational choice models only assume deductive inference, simply that
an individual chooses those actions that will give him/her the highest utility. On the
other hand, psychological models address inductive rationality, emphasizing the subjec-
tivity of perceptions and beliefs. Shapiro used a quasi open-ended interview technique
to investigate the rationality of voters by using the information and voting criteria that
the voter suggests is important in his/her decision. Shapiro postulated a two-part model,
of which the first part is the normal utility maximizing function where expected utility
is equal to the multiple of the utility from the outcome and its probability of resulting,
summed over all possible outcomes. Shapiro modeled the inductive part of the model
as

Aj = Biai

where A; refers to an attitude towards object j, B; refers to the strength of belief
about ‘¢’ , a; is the evaluative aspect. This is summed over all beliefs about 5. The
roles of each part of the model are hypothesized to correspond roughly to the process
of “prizing and appraising;” assessments of the relative desirability of various outcomes
and assessments of the events that are likely to contribute to those outcomes. The belief
and values are thus considered independent information units on which a rational utility-
maximizing decision is made. Shapiro studied the validity of such a prediction using
voters’ perceived attributes of the candidates and perceived positions of the candidates
in the 1968 presidential election, finding that including the interrelationship between
psychology and economic approaches yield a more comprehensive overview of voting
behavior.

The combination of both psychological and economic paradigms suggests that indi-
viduals make rational utility calculations based on subjective estimates of the utility of
events and their chance of occurrence. There has been a plethora of work in psychology
demonstrating that individuals are particularly inaccurate in estimating probabilities,
especially when a situation is complex. Prospect theory, proposed by Kahneman and
Tversky (1979), is an attempt to integrate standard utility theory with an individual’s
tendency to make mistakes in perceiving probabilities. This theory describes a decision
process in two stages called editing and evaluation. In the editing stage, people arrange
alternatives on an continuum, where outcomes lower than a middle “neutral” point are
seen as losses and outcomes higher are seen as gains. During the evaluation stage peo-
ple compute a utility based on the potential outcomes and their respective probabilities.
The probabilities are weighed to show that people tend to overreact to small probability
events. Also the utilities are weighted to express that there is a bigger impact of losses
than gains. In a voting setting this model would predict that people would overestimate
a probability that their candidate would lose if they did not vote, and therefore they
would be motivated to vote. Therefore, a perceived 7 can be much larger than Downs
suggested (Quattrone and Tversky, 1988). Also, as the race gets closer to a tie, voters
perceive that their vote has a much higher probability of affecting the outcome, which
is consistent with empirical findings.

A model of voting should relate turnout and perceived differences between the can-
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didates in the form of a subjective utility analysis. Consider the model

R=7nDE—-C+S.

Here R refers to the utility calculus such that when it is positive an individual votes
and when it is negative an individual abstains. D refers to a voter’s perceived utility
difference between the candidates, or how much he/she favors one candidate over the
other and therefore, cares about the outcome of the election. F is perceived closeness
of the election, while 7 is a measure of superstitious belief in personal relevance. One
could obtain a superstitious belief in personal relevance from counterfactual thinking
(thinking one will have disutility if one does not vote and one’s preferred candidate loses
from wondering what the outcome would be if one’s behavior had been different) or
from habit (from one’s preferred candidate having won the election when one has voted
in the past), therefore one does not want to test the other contingency. The terms 7, D, E
are multiplied together because if one of them is zero, the others will be irrelevant to the
decision. S refers to a perceived social utility from voting either external, from pleasing
those in a group which support voting, or internal, from fulfilling ones “civic duty” for
the perpetuation of democracy. Subtracted is an individual’s cost to vote in terms of
direct voting costs and the opportunity costs.

This model appears to support the theories of voting addressed throughout the sec-
tion. An individual is more likely to vote the more personal interest he/she has in the
outcome of the election, especially if the election appears to be close and he/she has a
utility for voting because of either a personal sense of duty to vote or perceives voting
as socially desirable. This is offset by the cost of voting itself or the opportunity cost to
vote. The fact that voting diminishes as the electorate gets larger is admittedly a bit more
difficult to explain using this model. However, the fact that one cognitively knows that
their vote has a tiny influence may reduce any superstitious belief in personal relevance
and the fact that the electorate is large may reduce perceived external social influence to
vote since it becomes more difficult for other group members to know if an individual
voted, hence why some individuals resort to lying about their voting behavior.

Although this model is not subjected to empirical analysis in this section, it pro-
vides a thought experiment on how psychology and economics can combine to explain
behavior without having to relax the fundamental assumptions behind their respective
paradigms. This section shows that individuals may have different and, in some cases,
inaccurate perceptions,but may well act rationally on the basis of these beliefs Decision
making is a thus a complex interaction between internal and external processes.

9.2 Liberty versus Security

Today we hear a lot about the threats of terrorism and diminishing civil liberties in so-
ciety as a response to these threats.**> There is much debate not only at the level of the

42This section was written by Martha King.
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national government**3 and media*** but also in the academy**> concerning the chal-
lenges terrorism presents for the preservation of civil liberties. The debate, of course,
is not a new one and can be boiled down (admittedly rather simplistically) to an argu-
ment over the seeming trade-off between the values of “liberty” and “security.” In the
past, philosophers seemed to examine these societal goods not only in terms of intrin-
sic worth both also in terms of their instrumental value in the lives of the members of a
society.**¢ The “trade-off” was indeed complex. For much of current scholarship, how-
ever, liberty and security are for the most part treated only as intrinsic goods.**” Those
who favor national security argue that security is of principal importance since, they ar-
gue, liberty itself cannot be enjoyed without a base level of security. Those who favor
civil liberties argue that to restrict liberty for the sake of security defeats the purpose of
supposedly needing security in order to maintain liberty. Borrowing Jeremy Waldron’s
terminology, these “security partisans” and “civil liberties partisans™**® relegate the de-
bate to an unsolvable argument of the extremes. In this section I shall argue that by
treating liberty and security as intrinsic goods in the midst of the current debate con-
cerning potential trade-offs is thus a theoretical dead-end, and that, alternatively, we
should look to the instrumental values of both liberty and security and use this as a
measuring rod for evaluating policy decisions.

In discussing a potential trade-off between liberty and security, it is important that
we gain some sort of grasp of what is at stake. The concept of liberty is indeed highly
complex and to explore it completely is by no means the task of this section. Not only
can the evaluation of liberty involve the philosophical discussion of liberty as a concept
by itself, but it also involves the discussion of different individual liberties.*** Here 1
simply intend to summarize some of the fundamental conceptions.

Fundamental to today’s discussion of liberty is Isaiah Berlin’s distinction between
“positive” and “negative” liberty. Positive liberty, for Berlin, is an active principle. It is
the possibility of freely acting out one’s ends, or self-realization, and “derives from the
wish on the part of the individual to be his own master.”*** Negative liberty, on the other
hand, is the absence of constraints to one’s will. This is the conception affiliated with
the Classical Liberal tradition in which liberty is seen as ‘freedom from interference,’
provided that one’s will does not impinge on the rights of others.*3! In a sense, negative

43See Dept. of the Air Force (2002); Hamdi v. Rumsfeld; Subcommittee on National Security (2006); U.S.
Dept. of State (2005).

#4See Carlson (2004, 2005); Clymer (2002); Kristoff (2002).

45See Dershowitz (2002); Humphreys (2004); Lewis (2005); Aradau (2007); Waldron (2003, 2007).

#6See Mill (1910); Hobbes (1998) and (2001); and Strauss (1987).

4“7See Cohen (2002); Griffiths (1983); Humphreys (2004); Ignatieff (2004); Posner (2006); Leone and
Anrig (2007); Southwood (2004).

448 Waldron (2006).

“9See Pettit (1997); Becker (1984); Griffiths (1983). Berlin’s negative liberty conception is also quite
similar to Benjamin Constant’s “liberty of the moderns” in terms of their viewing liberty as a freedom from
interference. See Constant (1988).

40Berlin (1997: 203).

4! For instance, Mill wrote that “the only purpose for which power can be rightly exercised over any member
of a civilized community, against his will, is to prevent harm to others.” Mill (1910: 73).
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liberty can be seen as an absence of constraints on positive liberty. In looking at the
situation in the world today, considerations of freedom in Berlin’s terms require us to
evaluate the liberties of citizens and non-citizens. In light of threats of terrorism, liberty
needs to be considered not only in a positive sense, but especially so in the negative
one. For example, potential terrorists who are U.S. citizens are guaranteed rights that
accompany that status; however when the will of a suspected terrorist is to harm others, a
discussion of a restriction of that person’s liberty may have to be undertaken. Likewise,
considerations of wiretapping, data mining, and other restrictions on civil liberties need
to be considered in terms of how much these measures restrict everyone’s right to self-
determine.

Berlin’s negative conception is essentially a freedom from interference, but as “Philip
Pettit has forcibly reminded us, not all forms of interference are on the same liberty-
infringing footing.”*3? Pettit’s “third” conception of liberty is that of liberty** as non-
domination, where “[f]reedom as non-domination is defined by reference to how far and
how well the bearer is protected against arbitrary interference.”*>* This conception is a
response to Pettit’s objection that it is possible to face domination without interference
and also possible to be interfered with, without being dominated. For example, he ar-
gues that one could be enslaved but basically let alone (domination without interference)
or, alternatively, one could be subject to just laws that restrict complete freedom without
facing domination (interference without domination).*> Pettit’s conception helps to ex-
pand the meaning of liberty by adding that it “needs something more than the absence of
interference; it requires security against interference, in particular against interference
on an arbitrary basis.”**3

In the discussion of liberty, it often seems that liberty is considered as equivalent
to license. In this sense, liberty simply means the freedom to do absolutely anything
one wants, whenever one wants, without facing any restrictions or potential punish-
ment. Early political philosophers, however, recognized that liberty amounting to noth-
ing more than license could in fact lead to a reduction in liberty. As Locke considered,

Freedom then is not what Sir Robert Filmer tells us . . . ‘a liberty for every
one to do what he lists, to live as he pleases, and no to be tied by any laws.’
But freedom of men under government, is, to have a standing rule to live by,
common to every one of that society, and made by the legislative power erected
in it; a liberty to follow my own will in all things, where the rule prescribes
not; and not to be subject to the inconstant, uncertain, unknown, arbitrary will of
another man: As freedom of nature is, to be under no other restraint but the law

42Southwood (2004: 29).

453«Freedom” and “liberty” are used interchangeably in this essay.
434Pettit (1997: 109). See also Pettit (2005).

435Pettit (1997: 80).

46Tbid., p. 51.
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of nature.®’

Locke’s “freedom from nature” is what Hobbes and others called (in another context)
the “state of nature”a state of lawlessness [and] a condition in which we are free from
the binding force of any agreed human laws.**>8

Law, Locke recognized, was indeed an impingement on license, but liberty within
civil society allowed men the freedom to pursue their own ends. Rousseau makes a sim-
ilar distinction to Locke, calling the two states of liberty “natural liberty” (license/the
state of nature) and “civil liberty” (liberty within the bounds of civil society). For
Rousseau, man surrenders his natural liberty when he enters into the social contract
in order to secure civil liberty for himself: “What man loses by the social contract is
his natural liberty and an unlimited right to everything he tries to get and succeeds in
getting; what he gains is civil liberty and the proprietorship of all he possesses.**>
Ironically, liberty (as license) had to be restricted by law for the sake of liberty itself 46
Bentham too recognized this in 1843 when he wrote:

By creating obligations, the law to the same extent trenches upon liberty. It
converts into offenses acts which would otherwise be permitted and unpunish-
able. The law creates an offense either by a positive command or a prohibition.
These retrenchments of liberty are inevitable. It is impossible to create rights, to
impose obligations, to protect the person, life, reputation, property, subsistence,
liberty itself, except at the expense of liberty.*¢!

“There is therefore a sense in which, in agreeing to give up our natural condition, we
must be deciding to give up a form of liberty.”**> However, if everyone were “free” in
the sense of being totally unrestrained, would this constitute a complete conception of
freedom? Raphael (1983:1) argues that it would not, because “[c]omplete freedom soon
leads to no freedom at all. . . . [since] complete freedom for all means the absence of
order; the absence of law; [and thus]anarchy, chaos.” In discussing the trade-off between
liberty and security, then, it is important that liberty be considered as something much

4TLocke (2001: 631, Ch. IV).

458Skinner (1990:133). See also Rousseau (1993: 196-197).

49Rousseau (1993: 196).

400ne example of liberty restricted for the sake of liberty in practice is cited by Herbert Hoover, writing in
1934:

“The American system has steadily evolved the protections of Liberty. In the early days of road traffic
we secured a respect for liberties of others by standards of decency and courtesy between neighbors. But
with the crowding of highways and streets we have invented Stop and Go signals which apply to everybody
alike, in order to maintain the same ordered Liberty. But traffic signals are not a sacrifice of Liberty, they are
the preservation of it. Under them each citizen moves swiftly to his own individual purpose and attainment.
That is a far different thing from the corner policeman being given the right to determine whether the citizen’s
mission warrants his passing and whether he is competent to execute it, and then telling him which way he
should go, whether he likes it or not. That is the whole distance between Liberty and Regimentation.” Hoover
(1934: 199-200).

461Bentham (1931: 94, Part I, Ch. I: “Objects of the Civil Law.”)
402Skinner (1990: 133).
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more complex than license.*¢?

In expanding the concept of liberty, it is important to also consider that there may be
prior needs that must be fulfilled before a society can enjoy—or even desire—liberty.
In A Theory of Justice, John Rawls argues for the principle of the “priority of liberty”
in which “liberty can be restricted only for the sake of liberty itself.**** However, Rawls
does admit that there may be certain social conditions that must be satisfied prior to
a society being able to enjoy its liberty. Indeed Rawls does explain that although lib-
erty does take precedent, it can be sacrificed for a short while in order to satisfy other
needs of a society before liberty (above all else) can be pursued.*®> This of course seems
logical, for example, given that without the ability of a society to provide (through its
wealth) for its citizens, the full exercise of civil liberties might be of secondary con-
cern (at least temporarily). In order to better explain Rawls’s ideas about the priority of
liberty, Barry builds on Rawls’s idea of effective liberty to better relate the relationship
of wealth to liberty. “Effective liberty” is thus the type of liberty that is meant in un-
derstanding the priority of liberty. The idea is that no amount of basic liberty, however
great, produces any effective liberty unless it is combined with some minimum level of
wealth. In other words, it does not matter if you have a maximum amount of freedom
if you have no money. Likewise, no amount of wealth, however great, produces any ef-
fective liberty if it is not paired with some basic liberty. Thus you could have a great
deal of wealth, but without basic liberty, it is of no use to you. Effective liberty Barry
has determined to be a product of basic liberty and wealth.*® Thus “once some mini-
mal level of economic development has been achieved by a society (that is, once it gets
to a feasible set of combinations of wealth and liberty which lies some distance from
the origin) the pursuit of further equal liberty has absolute priority over the pursuit of
increased wealth (that is, the optimal path has become parallel to the ‘liberty’ axis).”*¢’

Apart from the discussion of a minimum level of wealth being necessary for a society
to pursue the full exercise of civil liberties it is also certainly possible that a minimum
level of security be necessary in order for liberty to be “effective” in the Rawlsian sense.
William Miles has written on Chad’s failed attempt at pursuing democracy in the early
1990s due to problems of societal instability and a lack of overall security. Miles writes
that in 1993, 800 delegates gathered for the Conférence national souveraine “to chart a
new political future for the nation. Participants and onlookers alike shared the hope that,
as a result of the CNS, democracy and development would replace dictatorship and civil

463 Adam Smith and Immanuel Kant both rejected the idea of considering true liberty as a form of license
since they argued that “freedom as license” amounted to people merely being slaves to their passions, in which
case they would not truly be free. See Smith (2000) and Kant (1996, 2006).

464See Rawls (2001, §39). “The ideal is that of a public-spirited citizen who prizes political activity and
service to others as among the chief goods of life and could not contemplate as tolerable an exchange of the
opportunities for such activity for mere material goods or contentment.” Hart (1973: 554).

465¢If the persons in the original position assume that their basic liberties can be effectively exercised, they
will not exchange a lesser liberty for an improvement in their economic well-being, at least not once a certain
level of wealth has been attained.” Rawls (1971: 542). Note that Rawls removes this italicized clause in his
revised edition. See Rawls (2001: 474-475).

4%Barry (1973: 79). Liberty and wealth are defined in aggregrate terms.

4"Barry (1973: 82).
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war.”4%8 While hopes were apparently high for a transition to a society with increasing
civil liberties, the reality of “widespread insecurity ... [rendered] meaningless the for-
mal exercise of political freedom.”*®° Although scattered militias attempted to control
various territories, an effective system of justice was not in place, making crimes vir-
tually unpunishable and therefore quite lucrative. For these reasons, Miles argues that
a minimum level of security is therefore necessary before a society can meaningfully
attempt to secure civil liberties.

Returning to the concept of assigning liberty an absolute priority, it is important
that we consider whether or not liberty is something that people are indeed willing to
sacrifice. Davis and Silver (2005) have found that people are more willing to sacrifice
civil liberties the greater the sense of threat they face. They also found that Americans
tended to favor civil liberties over security when these values were presented in the
abstract, and that trust in government in general was a major factor in whether or not
people were willing to sacrifice liberty for enhanced security. Consistent with Davis
and Silver, Lewis (2005) also found that Americans were unsympathetic to sacrifices in
civil liberties when presented with specific potential policy measures. (For example, a
majority of Americans thought that “detaining people at airports solely because of their
religion” and “making it easier for intelligence and law enforcement agents to monitor
people’s private telephone conversations and e-mail” “go too far” in terms of a sacrifice
of liberty.#’%) The perception of threat seems to be a major factor in whether people
are willing to surrender their civil liberties. A few months after September 11, 2001, a
Gallup poll showed that 47 percent of Americans thought that “the government should
take ‘all steps necessary’ to prevent future acts of terrorism in the United States, even
if it meant violating people’s basic civil liberties.”*”! As time passed after September
11th, however, fewer Americans tended to agree with this proposition.

Like liberty, the concept of security is complex, and if we are to examine a poten-
tial trade-off between the two, it is important to understand exactly what is at stake.
Perhaps the most well-known discussion of security in political philosophy is that of
Thomas Hobbes. The Hobbesian conception of security, of course, is centered around
the preservation of life.

The end for which one man giveth up, and relinquisheth to another, or others,
the right of protecting and defending himself by his own power, is the security
which he expecteth thereby, of protection and defense from those to whom he
doth so relinquish it. And a man may then account himself in the estate of se-
curity, when he can foresee no violence to be done unto him. . . ; and without
that security there is no reason for a man to deprive himself of his own advan-
tages, and make himself a prey to others. And therefore when there is not such a
sovereign power erected, as may afford this security; it is to be understood that

48Miles (1995: 55).
Tbid,, p. 57.

40 ewis (2005: 24).
471 Carlson (2004).
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every man’s right of doing whatsoever seemeth good in his own eyes, remaineth
still with him.*7?

In transitioning from the state of nature to civil society, people submit themselves to
the state for the protection of their lives. The sovereign’s primary function, therefore,
is the protection of the lives of his subjects. According to Hobbes, if a person relin-
quishes his personal sovereignty and submits to the sovereign for the preservation of his
life, a government is only legitimate insofar as it protects him. Should the sovereign
cease to protect a person’s life, the social contract is thereby abrogated. To require self-
incrimination would be to force one to deny himself the very thing he submitted to the
sovereign in order to acquire—the assurance of security. (This is the same reasoning
behind the Fifth Amendment in the Bill of Rights.*"3)

The concept of security considered only in terms of the preservation of one’s life,
however, is incomplete. As Waldron (2003) has argued, security entails not only per-
sonal safety, but also concerns such as the preservation of one’s way of life, an absence
of fear of threats to one’s safety and well-being, and the assurance of such a security.
As mentioned earlier, the perception of threat is a major factor in determining whether
people are willing to sacrifice their civil liberties for enhanced security. “To sustain se-
curity, therefore, it is not enough that the threats [such as threats of terrorist attacks] be
repelled. There must be an assurance that they will be repelled, an assurance that peo-
ple can count on and build upon in advance of the outcome of any particular attack.”*’*
The assurance of personal security (including to one’s life, property, and way of life)
is therefore perhaps one of the important elements in the concept of security in general
since security by itself would not seem to satisfy anyone’s fears unless it was known
that one would persist in being secure.

Those who favor security in the trade-off debate argue that freedom itself cannot
be enjoyed without the assurance of security.*’> There seems to be some truth in this,
recalling the situation in Chad discussed earlier. For example, Miles (1995: 58) notes
that, “[in]security undermine[d] democratization in both general and specific ways. In
general, the free movement of persons and property without risk or fear of molestation
is a precondition for all other expressions of democracy and did not exist in the period
following the Conférence national souveraine” Here we see that the lack of security
to life and property turned people away from concerns of democratization, despite how
strongly that democratization was desired.

In order to better evaluate the nature of the trade-off, it is helpful to it in terms of its
extremes. Considered this way, the “extreme” of liberty would be to maximize liberty
for all. In this sense, maximal liberty is like the license conception of liberty where all
people are free from any restrictions (thus, all legal restraint) to their individual wills.

42Hobbes (1999: 111. De Corpore Politico, Part II, Ch. XX).

43See Skinner (1990) and Hobbes: “If a man be interrogated by the sovereign, or his authority, concerning
a crime done by himself, he is not bound (without assurance of pardon) to confess it; because no man ... can
be obliged by covenant to accuse himself.” Hobbes (2001: 653).

474Waldron (2003: 317).

473See Ullmann (1983); Howard and Sawyer (2005); Lansford and Pauly (2006); Posner (2006, 2007).
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Liberty in the extreme thus just is the state of nature.*’® Without law and any hindrances
to one’s free will, there is no assurance of security, however, and thus “there is also a
sense in which every man has very little freedom in the state of nature; for if you have to
go in continual fear of your neighbors, if your wishes are always liable to be frustrated
by the acts and plots of other men, and in particular if you are always in danger of
death, the last thing you want, then you have very little freedom, you have very little real
opportunity to do as you like. Complete freedom for all means little effective freedom
for anyone.”*”” These, then, are the consequences of maximal freedom.

To maximize security for all, on the other hand, is to strive to protect each person
from his neighbor in every possible way. To maximize security necessarily greatly
diminishes liberty for all, since with even a minimal amount of liberty allowed, the
risk of danger to life and property is enhanced. To minimize these risks and maximize
security, therefore, ultimately leads to a sort of totalitarianism.

Considered in the extremes, both liberty and security do appear to be inversely re-
lated. How can this be so, however, if some are able to argue that security is necessary
for liberty? As Berlin argued,

it remains true that the freedom of some must at times be curtailed to secure
the freedom of others. [But upon] what principle should this be done? If freedom
is a sacred, untouchable value, there can be no such principle. One or other of
these conflicting rules or principles must, at any rate in practice, yield.*’®

Because liberty and security are usually treated as absolute values, we are left at an
impasse. As Waldron writes,

[t]he civil libertarians emphasize the liberties that matter to us, and certainly
it is right to point out that those liberties require security for their meaningful
exercise. The partisans of security point out that they are trying to protect our
way of life (as well as our lives themselves) against attack, and certainly it is
right to point out that you cannot do that if you treat our liberties as unimportant.
But still there is a genuine trade-off. Even if it is not a trade-off between one
set of values and another quire distinct set of values, it is a trade-off between
the importance of protecting certain values in one way and the importance of
vindicating certain values in another way.*”

For a government to have any legitimacy, we must also strike a fair balance between
security and liberty. Indeed,

[nJo government is legitimate if it does not promote security, and we may

4I“Hobbes recognized this when he wrote: “For if each man allowed to others, as the law of nature requires,
the liberty which he demands for himself, the state of nature would return, in which all men may rightly do
all things; and they would reject that state as worse than any civil subjection, if they knew it.” Hobbes (1998:
121, On the Citizen, Ch. X).

4TTRaphael (1983: 4).

“8Berlin (1997: 198).

4Waldron (1996: 352).
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say that this word ‘security’ captures the pattern of impact on safety that govern-
ments are supposed to have as far as that elementary legitimacy is concerned.**

Without providing security, as Hobbes also recognized, the state loses its legitimacy all
together; but likewise without liberty, in submitting oneself to the authority of govern-
ment, one ought to be able to expect that the arrangement is an improvement upon one’s
status without government. The solution to the trade-off dilemma, therefore, must be
one in which a compromise is struck between these values that takes into account each
value’s role in the legitimacy of the state.

One of the major problems with approaching the dilemma in terms of one absolute
value versus another absolute value is that we cannot help but place the two in an inverse
relation—"‘if you wish to live in a society with security for all, you must of necessity
sacrifice some of the liberty of all, including your own liberty’—and—*‘if you wish to
live in a society with maximal liberty for all, you must of necessity be putting your
life at risk.” Partisans of neither side can ever be satisfied with a compromise in such
terms, for each ‘compromise’ requires at least one side to yield something, which, as an
absolute value, is non-negotiable.

For example,

[[liberty ... for Rousseau, is not something which can be adjusted or com-
promised: you are not allowed to give away now a little of it, now much more of
it; you are not allowed to barter so much freedom for so much security, so much
freedom for so much happiness. To yield ‘a little’ of your liberty is like dying
a little, dehumanizing yourself a little; and the belief which is most passion-
ately held by Rousseau, one of the values to which he devoted more eloquence
than to almost any other, is this notion of human integrity. ... In short, human
freedom—the capacity to choose ends independently—is for Rousseau an ab-
solute value, and to say of a value that it is absolute is to say that one cannot
compromise over it at all. 3!

In looking for a solution to the dilemma, we should not explore only what differ-
entiates liberty and security each as absolute goods, rather we should look at what, if
anything, these values share. For example, Waldron (2006: 310) argues that

[p]artisans of security may need to face up to the fact that what most people
(in this country) want to secure is not just life, but their American way of life,
which has traditionally been associated with the enjoyment of certain liberties.
Equally, partisans of civil liberties need to face up to the fact that what people
want is secure liberty, not just liberty left open to abuse and attack.

Seemingly, proponents on both sides of the debate have something to learn from the
other.
Although the discussion of the dilemma tends to focus on liberty and security as ab-

#0Skinner (1990: 338).
“1Berlin (2002: 33).
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solute goods, we see that, in practical usage at least, partisans of both sides make their
case based in some measure on the instrumentality of these goods.**? Both liberty and
security—while they may be prized as absolute goods—are desired for something.

Approaching liberty and security as instrumental, instead of only as absolute goods,
is not new. Rather, in today’s discussion of these issues the approach has been somewhat
abandoned. Thus I propose we return to this approach of considering the instrumentality
of liberty and security in order to better evaluate potential trade-offs in society. Both
liberty and security are desired in general because they are instrumental to the human
desire for the “good life.” Considered as instrumental goods, then, both security and
liberty derive their worth from the degree to which they do or do not conduce to the
ends toward which their use is directed.

For example, liberty for J.S. Mill was significantly instrumental. Since he argued
that happiness is humanity’s chief aim, he came to the conclusion that this happiness is
best achieved in civil society where people are left free to pursue their own interests.*®3
Thus liberty for Mill was instrumental to happiness. We need not limit ourselves to
thinking that the instrumental value of liberty and security is hedonistic, however; rather
we can think of these values belonging to a number of different conceptions of the good
life. For example, a person’s conception of the good life could be directed by attachment
to the values of Utilitarianism, Epicureanism, or even Stoicism.

One of the more recent considerations of liberty as an instrumental good is found in
Rawls, where he counts various liberties as among what he calls “primary goods”

something that a person has instrumental reasons to want, no matter what
else they want; something that promises results that are likely to appeal to them,
no matter what they value and pursue.*34

Like Mill, Hobbes acknowledged security as instrumental to human happiness:

By safety one should understand not mere survival in any condition, but a
happy life so far as that is possible. For men willingly entered commonwealths
which they had formed by design in order to be able to live as pleasantly as the
human condition allows.*%

Regarding this life only, the good things citizens may enjoy can be put into
four categories: 1) defense from external enemies; 2) preservation of internal
peace; 3) acquisition of wealth, so far as this is consistent with public security;
4) full enjoyment of innocent liberty. Sovereigns can do no more for the citizens’
happiness than to enable them to enjoy the possessions their industry has won

42See, for example, Ullmann (1983); Charters (1994); Posner (2006, 2007); Dershowitz (2002); Paterson
(1877); and Ignatieft (2004).

“83See Magid (1987).

484Rawls (2001: 90). We can think of the instrumentality of security in the same way as Rawls considers
the instrumentality of the other primary goods.

“SSHobbes (1998:143, On the Citizen, Ch. XIII).
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them, safe from foreign and civil war.*%

Machiavelli, too, thought that both security and liberty had instrumental value.

The common benefit gained from a free community is recognized by nobody
while he possesses it; namely, the power of enjoying freely his possessions with-
out any anxiety, of feeling no fear for the honor of his women and children, of
not being afraid for himself.*8

Liberty and security may also be instrumental in the practice of each other. For in-
stance, security can certainly be argued to be instrumental to effective liberty (as men-
tioned earlier). Likewise, liberty can be instrumental to security. For example, the
values of political liberty which allow for openness in government can be instrumental
in enhancing security for individual in society who, by having access to these political
liberties, are protected from potential abuses (and potential breeches in personal safety
and the security of property) by government.

Looking at the instrumentality of security and liberty does not make the dilemma
of a potential trade-off any less serious, although it may help us to find compromises
where previously the ‘partisan absolutists’ would have been unwilling to budge. The
usual question asked is: “How much liberty will be lost and how much security gained
(or vice versa) by this new NSA measure?” Instead we should ask: “Will this new
measure enhance people’s ability to self-direct their lives (provided that their wills do
not infringe on the rights of others) in terms of the amount of freedom and security
necessarily to reasonably pursue their ends?”’

Considering liberty (or security) as an instrumental good could lead some to the
conclusion that—thus as ‘one good among many’—to trade or sacrifice liberty/security
is no different from sacrificing any other societal good, especially if we think that the
good life can be achieved without liberty and security.*3® My argument, however, is
not that liberty and security have no inherent value, simply that they do indeed have
instrumental value.

So far as today’s debate goes, both extremes place inherent value on security and
liberty. If this is how we approach issues of terrorism, we may never come to a mean-
ingful compromise and will instead, because of increasing fears, tend to err on the side
of security. Thus my argument is in some sense a pragmatic one. The only way to solve
dilemmas of a sacrifice of either liberty or security for the sake of the other is to ap-
proach issues by considering these goods as instrumental. Indeed, there is a purpose to
our enjoyment of liberty and to our enjoyment of security, and we must not forget that
both liberty and security are desired for the sake of something else. We may prize these
as ideals and lose out on both.

9Tbid., p. 144.

“TMachiavelli (1965: 236).

“88These objections are made by Doug den Uyl (2003) who argues that we should consider liberty only as
an absolute good.






Chapter 10

Social Choice and Political
Economy

Note.*?

A theme of this book is that the purpose of social choice theory is to provide a
grand theoretical framework for designing human institutions. Once theoretical work
had shown how markets optimally aggregated preferences, attempts were made to ex-
tend the theory from markets to politics. The early work in rational choice theory
or social choice in modelling elections and collective action produced relatively poor
predictions, but impelled game theorists to generalize preference-based theories to in-
clude belief formation. A consequence of this change is that the theory is no longer
purely axiomatic, but draws on insights about human behavior from other disciplines
and empirical analysis of the role institutions play in determining beliefs.

In their book, Pathologies of Rational Choice Theory, Green and Shapiro (1994)
contend that it is pathological for social choice theory to attempt to provide a grand
theory of political behavior. An aspect of this alleged pathology is the inattention paid
by rational choice theorists to empirical falsification or confirmation of their theories.
The assumption underlying this critique is that political science is fundamentally an
empirical discipline. If this assumption is accepted, then practitioners of political sci-
ence have reason to ignore social choice theory.

Green and Shapiro assume that social choice theory has its roots in economic the-
ory, and they suggest that, for this reason, it is method-driven rather than problem-
driven. Moreover, they question whether a theoretical framework “designed for the
different purpose of explaining the behavior of market prices” (Green and Shapiro,
1994:194) need have any relevance for the understanding of political behavior. I in-
fer that Green and Shapiro view the development of rational choice theory in political
science as an act of colonization by economists.

In my view what gives rational choice theory coherence is precisely that it is an
attempt to construct a grand theory of human behavior. That is to say, the theory
is a conceptual framework through which to analyze the interplay and consequences
of human incentives within institutions. This may explain why, long before rational

49This section discusses some arguments originally presented in Schofield (1995a).
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choice theory migrated from economics into political science, it had been used by the
Marquis de Condorcet in late-eighteenth-century France to provide a framework for
the design of good government and society.**® A universal theory of human behavior
should be equally applicable in either politics or economics. To assess the merits of ra-
tional choice theory, then, requires an understanding of how it has evolved, regardless
of which discipline served as the site of the various stages of its evolution.

I shall argue that the primary motivation for practitioners of rational choice theory,
in the course of its evolution since the 1950s, has been to create an integrated, empir-
ical theory of market and polity that would serve the normative purpose of designing
good institutions. It has become increasingly obvious that to create such a theory, it is
necessary to understand how individuals form beliefs about empirical reality and how
they act in response both to their normative preferences and their beliefs. As this the-
ory evolved, it led to changes in our understanding of how to devise good political and
economic institutions, inasmuch as the economists’ equation of good with Pareto opti-
mal no longer appeared adequate. Given that people’s beliefs — their empirical models
of the world, their private information, and so on — vary so much, the aggregation of
people’s preferences (or values) so as to achieve Pareto optimality could no longer be
the normative basis for design. This realization has led to a return to Condorcet’s orig-
inal desire to evaluate human institutions as devices both to aggregate preferences and
integrate beliefs.

Green and Shapiro’s critique has little weight when rational choice theory is seen
as primarily normative, not empirical. Even concentrating on applications within po-
litical science, there are reasons to judge their critique to be misdirected. Most of the
works that command Green and Shapiro’s attention have their origin in the attempts
by two economists, namely Downs (1957) and Olson (1965), to deal with questions of
preference aggregation in the political economy. In my view, this work should be seen
as part of the effort, originating in economics, to gauge whether the theoretical opti-
mality of the market could be extended to the political economy. However, the early
work in the research tradition represented by Downs and Olson was never intended to
be a substantive analysis of political systems. On the contrary, the conceptual frame-
work underlying these models was designed to be compatible with economic theory. 1
shall discuss in some detail below how only one component of Condorcet’s concern,
namely preference aggregation, was developed by economists, and particularly Ken-
neth Arrow (1951), in laying the foundation for a rational choice theory of political
economy. Whereas the work in the Downs-Olson tradition had the virtue of simplicity
in construction and prediction, the more recent efforts have shown that the predictions
of these preference-based models were not corroborated, in general, in the behavior of
real polities.

40The period 1759 to 1788 saw the publication of major works on “social design” in Britain and the
United States as well as France. These include Adam Smith (1759, 1776), Condorcet (1785, 1795), and The
Federalist Papers (1787). See Lasch (1991) for the notion of “progress” in Adam Smith. See also Commager
(1977) for the influence of the French philosophes and Beer (1993) for the influence of Harrington (1656)
and other British writers on the debate in the United States. I emphasized the importance of Condorcet’s
Essai of 1785 in Chapter 1.
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In this chapter I shall consider the various attempts to construct a closed (or con-
sistent) preference-based theory of human behavior in both economics and politics and
show, in each case, why there were logical reasons to extend the theory beyond pref-
erences to beliefs. As the discussion proceeds, I hope to make it clear why the norma-
tive economic criterion of Pareto optimality began to appear less appropriate than the
Condorcetian criterion of truth. I use “truth” as a shorthand for the property of a hu-
man institution to efficiently aggregate the dispersed information held by its individual
members.

The earliest effort in this direction was Condorcet’s demonstration that, among a
jury judging the innocence or guilt of a defendant, a majority vote will more often
be correct than the response of an average juror. As the size of the jury, or society,
becomes very large, the probability that the majority will be right approaches unity.
This theorem seems to justify democratic procedures for belief aggregation (of a certain
kind) as optimal.*’! Below 1 shall mention attempts to derive analogous results for
markets.

As rational choice theory has evolved, it has been obliged to become less axiomatic
in structure. Indeed, the increasing emphasis on beliefs suggests that it will, of neces-
sity, have to draw on insights from other behavioral sciences, including anthropology,
linguistics, and psychology. Since the theory also includes the role of institutions in de-
termining human choice, it is likely that there will be continuing interaction between
empirical and theoretical research on this topic.

Let me amplify these remarks by briefly discussing how the rational actor theory
employed by economists in the 1950s was later obliged to address larger questions of
social choice that were anticipated by Condorcet.

Neoclassical economic theory can be viewed as the analysis of human incentives in
a particular restricted context of fixed resources, private goods, and a given technology.
As such, it is a theory of preference aggregation. Contrary to Green and Shapiro’s as-
sertion (quoted previously), the theory does not explain the behavior of market prices.
The work of Arrow and Debreu (1954) and of McKenzie (1959) did assert, however,
that, in this restricted context, the competitive price equilibrium would be Pareto opti-
mal. In discussions of market behavior, economists often go on to assert (a claim that, as
far as I know, is unproven) that only a competitive market can efficiently aggregate the
diverse beliefs of the members of a heterogeneous economy. If this were true, then non-
market, planned economies would be inadequate to the task of integrating the dispersed
information that underlies these divergent beliefs.**?

1 As discussed in Chapter 1, the theorem assumes that the average juror probability of being correct exceeds
one-half, and that the jurors’ choices are made independently. Recent results by Ladha (1992, 1993) indicate
that the independence condition may be weakened, yet still preserve the Condorcet Jury Theorem.

42See for example the “calculation” argument of von Hayek (1976). It should be noted that the recent
collapse of the economic system of the USSR may be viewed as corroboration that such a system is, in
the long run, not well adapted to the generation of technological innovation, one key aspect of information
aggregation. This theoretical argument concerning markets is identical in form to the Condorcetian argument
concerning democracy. Thus the underlying question is how, exactly, different political economies aggregate
information.
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Since the difference between preferences and beliefs is important, but subtle, it is
worthwhile briefly discussing how market institutions do aggregate beliefs. Foreign
exchange markets, futures markets, financial markets, and so forth may seem to be
driven by the preferences of buyers or sellers, but in truth the motivations of the agents
are derived from their own private information and their expectations of commodity
price movements. Rational expectations, or the convergence of agents’ expectational
beliefs, can be thought of as the appropriate type of truth in markets. However, this
convergence in beliefs need not occur.*>3

Thus, in an attempt to develop the analysis of human incentives, rational actor theory
has been forced to go well beyond the preference-based study of private-goods markets.
The intimate connection between preferences and beliefs has necessitated an attempt to
reconstitute a general theory of rationality; this is exactly what game theory is about.
Moreover, some goods are public, and jointly produced and consumed. Some such pub-
lic goods (like technological innovation) may be produced and consumed within the
economic system, but others, such as national defense and domestic security, are more
traditionally created through the political system. Since one method of political choice
is by some form of democracy, the need to extend the theory to public goods translates
into a requirement to analyze democratic polities to determine not only preferences for
such goods, but the incentives to produce them, given people’s beliefs about others’
willingness to pay for them. It should be noted here that the distinguishing feature of
rational choice theory in its market-based form was its emphasis on the connection be-
tween preferences, equilibrium, and optimality. The attempt to enlarge the domain of
the theory from economics to political economy retained these key concepts. More-
over, the non market institutions that constrain human behavior are obviously important
for the way individuals construct their preferences and beliefs, and for the methods
by which these are aggregated. The need to examine this question has become more
important in the last few years, as research has attempted to model different political
institutions. The general theme underlying this research has been, I believe, a desire
to determine whether or not democratic political institutions are compatible, in some
sense, with market efficiency.

A very extensive public choice literature, particularly in the 1970s and 1980 argued
that democratic political choice was not compatible with market efficiency.*** The vari-
ous arguments are too numerous to list here, but in general they asserted that democratic
polities created the context for political rent-seeking that constrained economic growth.
Indeed, political representatives were viewed as creating rents for themselves, with the
consequence that government growth was accompanied by deleterious economic con-
sequences. The debate is, of course, still being carried on, and it underlies many of
the tensions that exist between the anglo-saxon polities of the United Kingdom and the
United States and the member states of the European Union. The public choice lit-
erature, while influenced by theoretical, rational choice models, was also directed at
explaining empirical facts (such as stagflation). This mix of theoretical and empirical

43Brian Arthur (1997) has recently shown the failure of models of rational expectations.
4%4These arguments were discussed in Chapter 5.
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reasoning I shall term positive theory. Since positive theory attempts to explain facts of
the world, it must address questions of empirical corroboration or falsification.

Early positive attempts to apply economic theory were based on a model of market
behavior which assumed that agents are completely characterized by their preferences,
and that they respond non-strategically to prices. To some degree the inferences of this
model have been corroborated in relatively simple situations. However, this preference-
based theory has had little success in modelling choice under either strong uncertainty*®
or large-scale economic change over time.**® More importantly, the attempt to use ra-
tional actor theory as a basis for macroeconomics has not been particularly successful.
Although macroeconomics purports to describe the real economic world, it often ap-
pears to be a tower of Babel, populated by Keynesians, monetarists, supply-siders, etc.
On the other hand, most macroeconomists would accept, in general terms, the postu-
lates of microeconomic theory, and the notion of rationality in particular. The empirical
weakness of microeconomics has not led economists to reject this theory, but rather has
led them to attempt to develop more complex models of rationality. As I suggested
above, the imperative for game theory has been to extend simple models based on pref-
erences so that agents’ beliefs are made more explicit.

Is political science more like macroeconomics or microeconomics? Green and
Shapiro assert that, like macroeconomics, it is fundamentally a problem-driven rather
than a method-driven discipline, and on this basis they attack the rational choice re-
course to formal modelling over empirical research. I accept that political science is
problem-driven, but do not agree that, like macroeconomics, this makes it necessar-
ily dependent on empirical analysis. Political science is driven by the age-old problem
of how we are to be governed. The Founding Fathers and particularly the authors of
The Federalist , were concerned precisely with the normative problem of the proper
form of government. I would go so far as to suggest that Hamilton and the other Fed-
eralists were rational choice theorists of a kind. To substantiate this I might mention
the recent observation of Gordon Wood that the Federalist notion of government rested
completely “on the assumption that most people were self-interested and absorbed in
their private affairs**°7 Of course, the Founding Fathers did not engage in empirical po-
litical science, as we would understand the term “empirical” today. Nonetheless, they
were men of practical reason who made intelligent guesses about the way self-interested
individuals were likely to behave under different systems of government. As discussed
in Chapter 1, Madison argued n Federalist X that

the greater number of citizens and extent of territory may be brought within
the compass of Republican, than of Democratic Government; and it is this cir-
cumstance principally which renders factious combinations less to be dreaded in

45See Denzau and North (1994).
46See the discussion of North’s work in Chapter 1.
“7Wood (1991: 264).
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the former, than in the latter.

Not only does Madison essentially apply a Condorcetian**® form of argument in
Federalist X, but he distinguishes between opinions (i.e., beliefs) and passions (i.e.,
preferences).

If we distinguish the normative political theory of the Founders from the current
study of American, comparative, and international politics, and if we call the latter
political science as opposed to political theory, then it is true that political science is
now predominantly empirical, just as macroeconomics is. This by no means entails
that empirical political science is epistemologically superior in any way to political
theory (whether normative or rational choice). My own view is that if political science
focuses principally on empirical relationships rather than on the evaluation and design
of government, then it is seriously wanting. An attempt within social choice theory to
construct a normative basis for evaluation based on Pareto optimality will be discussed
in the next section.**

Although rational choice theory is predominantly a theoretical discipline, the work
presented in this volume has been concerned with empirical corroboration. The mix of
problem-based concerns and empirical testing displayed by rational choice theory has
contributed significantly to its increasing importance in political science. It might also
be mentioned that rational choice theory has had an impact on, or has at least excited the
interest of, sociologists, philosophers, and mathematicians, as well as economists and
political scientists. Although Green and Shapiro emphasize the significance of rational
choice theory for the study of U.S. politics, the theory has been applied in most of the
substantive subdisciplines of political science.

The progenitors of these attempts at positive reasoning, the seminal works in rational
choice theory by Downs and Olson, on which Green and Shapiro focus, were certainly
predominantly theoretical. While Arrow (1951) was concerned with the normative task
of aggregating preferences, the problem addressed by both Downs and Olson was to
use microeconomic tools to explore the provision of public goods through voting and
collective action. Neither Downs’s prediction (that, in two-party competition, the parties
will tend to converge) nor Olson’s claim (about the failure of collective action when
private incentives are absent) have been empirically substantiated. The reason is that
while both Downs and Olson focused on preferences, it is evident that elections and
collective action situations are games that cannot be fully described without modelling
the beliefs of the participants. A number of the previous chapters in this book have
emphasized that to model elections it is necessary to model the beliefs of voters about
the quality or valence of the political candidates.

More generally, it is important to model the way agents form beliefs about other
agents’ beliefs, and thus their behavior. This is often described as the common knowl-

4%8See also McLean and Urken (1992) and Urken (1991) for a different view on whether Condorcet influ-
enced Madison..

4“Important work in normative political theory by Rawls (1972) and Gauthier (1986), etc., is influenced,
to some degree, by social choice theory. See also Binmore (1994) for an attempt to base normative political
theory in game theory.
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edge problem. In my view, it is at the heart of an understanding of economic as well as
political behavior, and indeed all collective action 3%

Preference-based models, whether of markets or elections, are relatively simple,
with fairly clear predictions. Beliefs, on the other hand, are anything but simple: they
involve, at the very least, some description of how people learn, update, and model the
world they live in. Condorcet, known both for his work on the aggregation of beliefs
(the so-called Condorcet Jury Theorem) and for work on the aggregation of preferences,
was unable to combine these two modes of analysis. In his honor, I shall call the venture
of developing an integrated model of politics that includes both preferences and beliefs
the Condorcetian research program. In the next sections of the chapter I shall present my
view of the evolution of the preference-based models (what I call the Arrovian research
program, in honor of Kenneth Arrow) to incorporate beliefs.

10.1 The Arrovian Research Program

Table 10.1: A Classification of Economic and Political Theories

Economics Political Economy  Politics
Normative =~ Welfare economics Social choice Normative
political theory
Theoretical ~ Market (equilibrium)  Game theory Rational
choice theory
Positive Public economics Public choice Theory of
institutions
Empirical Macroeconomics Institutional Political science

political economy

Table 10.1 sets out my view of the relationships between the various branches of
economics, political economy, and politics. As the table suggests, rational choice theory
as applied to politics is only one among a number of different research activities, all
characterized by their varying degrees of emphasis on the normative, the theoretical, the
positive and the empirical.>*! The table is also meant to emphasize the close connections
between game theory and the adjacent theoretical and positive subfields.

Market theory utilizes the idea of equilibrium to relate economic parameters (re-
sources, preferences, technology) to an outcome or choice. Welfare economics and
public economics (research fields that are subsidiary to market theory) are designed to
address normative and positive aspects of the relationship between government behav-
ior and the economy. Public economics deals with the appropriate relationship between
government and the economy, while macroeconomics covers the empirical aspect of
this relationship.

390See Schofield (1985a), Hinich and Munger (1994).
SOIT distinguish here between empirical research and positive research. The latter is based on theoretical
arguments but attempts to make assertions about the empirical world.
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In an attempt to provide a formal basis for public finance and government, the econo-
mist must determine whether the domain of market theory can be enlarged to include
non-market phenomena, such as preferences for public goods. Arrow took the first
step in this program by asking if the preferences of the individuals making up a soci-
ety could by aggregated to construct a measure of social welfare. Although his social
choice theory addressed certain concerns that economists regard as essential, including
the compatibility of the market and democracy, nothing about that theory restricts it to
either welfare economics or political theory. Still, for an economist, the question of the
compatibility of the market and democracy must be expressed in a formal language that
is general enough to include economic theory.

Economic theory circa 1954 used assumptions on the preferences and resources
of individuals to demonstrate the existence of a market equilibrium. To enlarge its
theoretical language so as to model democracy, the nature of citizen preference was
extended from private goods to public goods. However, the fundamental concept of
preference had to be retained. Since the question involved the degree to which the
market equilibrium result could be generalized, it was necessary to pose it in terms of
the existence (or otherwise) of equilibrium.

Microeconomics adopts the postulate that individual preferences are consistent. How-
ever, a variety of consistency axioms can be adopted. The most restrictive one, common
in microeconomics, is that each individual’s preference can be represented by a (nu-
merical) utility function. This strong assumption implies that both strict preference and
indifference are transitive: if a and b are equally preferable, as are b and ¢, then so are a
and c. The standard example of non-transitive indifference, however, is a cup of coffee
with no sugar, which is “indifferent” compared to a cup with a single grain of sugar, to
one with two grains, and so on, but not to one with a thousand grains. A weaker consis-
tency assumption is that of the transitivity of strict preference, but not of indifference.
Even weaker is the assumption of acyclicity: if a is strictly preferred to b, b is strictly
preferred to ¢, c to d, and so on to z, then = cannot be strictly preferred to a. Acyclicity
guarantees that an individual may always make a “choice,” that is, select an alternative,
such that if a is chosen , none of the other alternatives can be preferred to a .

While economic theory concentrates on preferences, it usually adopts the postulate
that individuals’ behavior will be given by their choices (if such exist). Where the
outcomes are uncertain, or involve risk, behavioral predictions may associate a list of
probabilities with the final eventualities. Theorists often assume that preferences under
risk behave as if they were weighted by these probabilities. Yet it is entirely possible
that real individual preferences in the presence of risk may fail acyclicity, leading to
apparently “irrational” or inconsistent behavior (Kahneman and Tversky 1979). In my
view the postulate of acyclic consistency is reasonable in the absence of risk, but is less
tenable in its presence.

Rationality postulates combine with various structural assumptions about the nature
of the economic system to yield an economic equilibrium that is Pareto optimal in the
sense that no other allocation of resources is preferred unanimously. In the absence
of a price mechanism,as in politics, rational choice theorists utilized the notion of the
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“core.”>*? An outcome is in the core if no coalition of agents is able and willing to bring

about a different state. The concept of a core was devised, in part, to cover situations
involving public goods.

Green and Shapiro seem to assume that Arrow’s Impossibility Theorem is simply
concerned with democratic rules of collective decision. But in truth, the genius of Ar-
row’s result is that it suggests that, in general, a social utility function cannot be de-
fined, negating the assumption that individual preferences could be aggregated so as to
describe an optimal provision of public goods. In a sense, Arrow showed that the as-
sumptions economists typically employ in modelling individual behavior are unlikely to
hold where public goods are concerned. For while it is reasonable to assume that indi-
viduals prefer more rather than less of a private good, it is entirely possible that among
them, individuals can have extremely complex preferences in the public domain. More
of my public good may be more of your public bad. While I may want extensive military
expenditure, you may loathe the military and prefer good schools, parks, environmental
protection, and so forth. Since there is no obvious a priori restriction on the possible set
of public preferences that individuals may have, Arrow adopted the unrestricted domain
assumption. That assumption allows each individual to have any preference, as long
as it satisfies transitivity of both strict preference and indifference. Under this assump-
tion, the only social rule that satisfies the unanimity condition must be dictatorial. More
generally, any social utility that can be used to make social choices based on individual
preferences must necessarily be dictatorial.

If preferences could be equated with utilities, then social utility could be obtained
simply by summing individual utilities. But economists believe in general that inter-
personal comparisons of utility are scientifically meaningless, since it is impossible to
“extract” the information required to construct such comparisons. Certainly markets
and voting mechanisms, when viewed as methods of preference aggregation, do not
provide the means of obtaining such information. However, if markets and polities are
modelled as devices for aggregating both preferences and beliefs, then it is possible that
the negative inferences of the Arrow impossibility theorem could be avoided. As Ar-
row (1987) himself observed, before this could be attempted, it would be necessary to
deal with the question of common knowledge — the foundation of our beliefs about the
beliefs of others.

Duncan Black (1958) reintroduced Condorcet’s work to a modern audience and thus
contributed. to the extension of preference-based theory to include the analysis of be-
liefs. Although Green and Shapiro devote little attention to Black, almost all the ele-
ments of what has come to be known as spatial voting theory are present in Black’s The
Theory of Committees and Elections. Just as Arrow had investigated whether individ-
ual preferences could be aggregated into a social utility function, Black investigated the
possibility of equilibrium in voting systems. In this context an equilibrium is a point
or outcome that is unbeaten (although it need not beat every other conceivable point).
Suppose that three voters have distinct preferred points on a left-right political contin-

592This idea was used in Chapter 4 to study legislative bargaining.
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uum, and that each voter has single-peaked preferences (preferences that are maximized
at a single point). Then the middle (or median) voter’s preferred point cannot be beaten
under majority rule, where a majority requires two out of three. Black called this equi-
librium a “majority motion” in his book. In more recent work, the voting equilibrium is
known as the core.

Suppose now that the decision problem involves more than a single continuum. For
example, preferences for social liberalism or conservatism might be independent from
preferences for economic liberalism or conservatism. Under such conditions, even with
single-peaked individual preferences, the likelihood of the existence of an equilibrium
is negligible. As Black writes, “the conditions that must be satisfied before there can
be any majority motion are highly restrictive. The frequency of occurrence as a fraction
of the total number of cases possible . . . is infinitesimally small or ‘practically zero’”
(Black 1958:139). Earlier in the book Black seemed to equate cases without an equilib-
rium with the occurrence of cycles, so he apparently took it for granted that when there
is more than one dimension to voters’ preferences, voting cycles will occur. Economics
postulates that any observed behavior must express an actor’s preference. A voting equi-
librium, therefore, would be expected to manifest collective preferences. If there is no
equilibrium, however, the economist can make no behavioral predictions. The term “in-
stability” is used for this situation. Green and Shapiro object to the “vagueness with
which instability is conceptualized.” But there is no formal ambiguity about the mean-
ing of instability, since it is defined as an empty core or equilibrium. Over two decades
of theoretical work have made it clear, however, that, in general, democratic procedures
of the kind examined by Black generally possess no core. In the absence of a behav-
ioral prediction based on preference theory, the natural step was to account for observed
outcomes by modelling the way beliefs influenced behavior. To be more specific, it
appeared plausible that the outcome would depend on the expectations of agents, their
ability to bargain by making guesses about other agents’ behavior, and so on. One of the
important results in the purely preference-based theory of voting was that voting cycles
could, in principle, go everywhere in the policy space.’®® Yet this occurrence of theo-
retical indeterminacy or chaos did not necessarily imply behavioral chaos, since there
existed no belief-based model about what voters would actually do in the context of the-
oretical chaos. Indeed, experimental work by Fiorina and Plott (1978) and by Laing and
Olmsted (1978) seemed to demonstrated “that coreless games do not produce markedly
more unstable outcomes than do games with cores” (Green and Shapiro 135). Green and
Shapiro inferred that this empirical work vitiated the logic of preference-based voting
theory. This is incorrect, since the formal voting model implied that voting outcomes
would be restricted to a small domain, called the Aeart, when there were only two di-
mensions of policy.>** The empirical work did suggest that a rational choice theory that
incorporates beliefs should smooth out the difference between games with and without
a core.

The work on theoretical voting chaos during the late 1970s induced a period of in-

303 Chapter 1 gives more details about these formal results.
% Chapter 4 uses this concept in examining outcomes in the Knesset in Israel.
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tense debate within rational choice political theory. As Green and Shapiro observe, two
of the protagonists in this debate, Riker (1980, 1982, 1986) and Tullock (1981), drew
quite different conclusions concerning the significance of chaos results for the study of
legislatures (see also the essays in Ordeshook and Shepsle 1982). Because Green and
Shapiro view politics as an empirical science, they fault both Riker and Tullock for the
inadequate empirical basis of their respective arguments about the relevance or irrele-
vance of the chaos theorems. My own criticism of Riker and Tullock is more fundamen-
tal. Formally, the chaos theorems on which they drew apply only to committees, where
there is some foundation for supposing the voters have well-specified preferences. It is
not at all clear that representatives in a legislature can be assumed to have “preferences”
that are similar in kind to the members of a committee. It may be intuitively plausible
that each legislator seeks to provide certain kinds of “goods” to constituency members.
But until the voter-legislator connection is modelled in detail, there is no formal rational
choice basis for the study of a U.S.-style legislature.

I have argued (Schofield (2008b), however, that it is plausible that the models of
committee voting are applicable to European-style legislatures involving well-disciplined
parties. In particular, it appears reasonable to me to assume that party leaders in such
legislatures do have preferred policy outcomes, and that they attempt to construct leg-
islative majorities to implement these policies. There is an extensive empirical literature
on coalition formation in European legislatures (Laver and Schofield 1990) and recent
attempts to use rational choice theory in this context do produce empirical predictions
that have been substantiated. One insight that comes out of this work concerns the
possibility that a large non-majority party may form a minority government when its
preferred point is at the core or equilibrium position in the policy space.>%

Rational choice theory also provides a logical framework within which to make
some sense out of some well-established empirical relationships that have been noted in
multiparty political systems. For example, the fragmentation of parliamentary systems
into many small parties is highly correlated with government brevity in the European
systems (Dodd 1976). It should be obvious that in the absence of a core or policy equi-
librium, any government that does form may be defeated by another majority coalition
with a counter-policy proposal. Thus a connection between political fragmentation and
the remote probability of a core would give insight into macropolitical” relationships.
In my view, the United States Congress is fundamentally different from European mul-
tiparty systems for a number of reasons.’°® Below I shall address some of these issues
in the context of the observations by Green and Shapiro on rational choice theories of
elections.

There is a venerable tradition on the connection between proportional representa-
tion and political fragmentation (Duverger 1954). The empirical work by Taagepera and
Schugart (1989), for example, provides a detailed examination of this connection. Eu-
ropean polities in general use proportional representation and typically have more than
two parties. Duverger (1954) and Popper (1945) argued that this tends to result in weak

303See again the discussion of bargaining in the Knesset, presented in Chapter 4.
3% Chapters 3 and 4 make a number of observations on these lines.
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government. By the same token, there is some evidence that (plurality) systems based
on single-member constituencies tend to produce two parties and thus a clearer elec-
toral choice. The British electoral system, for example, which clearly is a plurality, or
first-past- the-post arrangement, has always tended toward two dominant parties. While
this is consistent with some rational choice models of elections, Duverger’s argument,
that small parties will wither away under plurality, is confounded by the continued pres-
ence of small British parties such as the centrist Liberal Democrat party in the United
Kingdom. On the other hand, although the United States is usually regarded as having
a two-party system, its parties appear less disciplined, in general, than European-style
parties. In particular, members of Congress are generally more heterogeneous in their
voting behavior than one would expect within a European-style party system. The po-
litical science literature, from Duverger onwards, is even more inadequate in terms of
the theoretical (rather than empirical) analysis of these relationships. My own view is
that the formal analysis of elections should start with a general conception of electoral
laws and deduce facts about the number and nature of political parties.

There are two distinct classes of models of electoral competition. The first class
assumes that voting is deterministic. That is, the candidates make promises and each
voter picks a candidate depending on which promise the voter prefers. Within this class
of models, policy blind models assume that the candidates gain no utility except from
winning, and that they attempt, therefore, to gain the maximum number of votes. Green
and Shapiro (in Chapter 7) refer to such candidates as purely “election-seeking.” Just as
in the committee model examined by Black, if the space of possible promises is one-
dimensional, then two rational candidates will make the same promise, attempting to
occupy the point at the median voter position.

As an economist, Downs (1957) could be justified in viewing this as a solution to the
equilibrium problem in political economy. From the perspective of public finance, two-
party competition could be assumed to provide a “median” tax schedule which could
then be used to cover the provision of the public good in question. Obviously, however,
government provides more than one public good, so individual voter preferences must
be described in more than one dimension. The results from the committee voting model
imply that, in such cases, there will be no core. In other words, no matter what one
candidate promises, an opponent can promise something else that will obtain a majority.
From the perspective of non-cooperative game theory, the nonexistence of a core means
there is no pure strategy Nash equilibrium (PSNE) in the two-candidate game. For
public economics, this is a serious problem.

The obvious theoretical response is to develop a more general notion than the core.
Kramer (1978) showed that there will be a mixed strategy Nash equilibrium (MSNE)
where candidates make ambiguous promises. The nice feature of the so-called uncov-
ered set (McKelvey,1986) is that the support of the MSNE will belong to this set. Thus,
the political economist can assert that actual political outcomes will lie in the uncovered
set. To some extent, at least, the theoretical problem of equilibrium is thus solved.

However, the motivation for this modelling strategy comes from economics, not po-
litical science. Its sole purpose is to solve the formal requirements of public economics,
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not to describe actual politics. Indeed, any model that predicts that candidates will make
identical promises cannot be considered to have made any effort to characterize real pol-
itics. It was this realization, perhaps, that led Wittman to observe that “the research on
formal models has been almost devoid of empirical content.”>%’

Wittman, and others, have attempted to inject some political reality into the model
by assuming the candidates are policy motivated, in the sense that the candidates’ own
policy preferences are reflected in the promises they make.’®® A candidate may, for
example, contract with a group of supporters to constrain his or her personal policy
objectives in a certain way in return for campaign contributions. Green and Shapiro ob-
serve that “a policy-motivated candidate is at a disadvantage when confronted by a pure
election-seeking opponent.”>® This observation is not at all self-evident and is likely to
be false. A policy-motivated candidate may find a way to be more credibly committed
to supporters’ objectives, and thus raise much greater campaign contributions, than a
pure election-seeking candidate. In any case, the possibility of a trade-off between con-
tributions and voting suggests that a PSNE can exist where the candidates make quite
different promises. The formal model presented in Chapter 3 suggests that this is the
case.

The second class of electoral models assumes that voters are probabilistic rather
than deterministic. Once the candidate promises are made, a voter in the deterministic
model chooses one of the candidates with certainty (except when the two candidates
are identical in all respects). In the probabilistic model, on the other hand, the voter’s
behavior, after the candidate promises are known, is a random variable which is based
on the voter’s beliefs about the likely consequences of the choice. In particular, such
beliefs should deal with the estimates each voter makes concerning the likelihood that
the candidates will deliver on their promises.

The advantages of the probabilistic model are two-fold. First, if voter preferences
and candidate promises (or positions) are known, then it is possible to model the voter
response econometrically. The early empirical work concentrated on two-candidate
models (Enelow and Hinich 1984), but recent research, discussed in Chapter 4, has
modelled multicandidate and multiparty competition (Schofield and Sened, 2006)).

It is important to note that the probabilistic model is continuous in voter and can-
didate positions, and the chaos theorems (mentioned above) do not apply. Because the
total vote for each candidate is a random variable, it can be characterized by its ex-
pectation and variance. Probabilistic models typically assume “pure-election seeking”
candidates who make promises to maximize their expected vote. The usual result in
models of two-candidate competition is that there exists a PSNE where both candidates
propose the mean rather than the median position (Lin, Enelow and Dorussen, 1999;
Coughlin 1992). This result solves the equilibrium problem of public economics very
neatly.

However, there are a number of theoretical and substantive problems with this prob-

37Quoted in Green and Shapiro (1994: 148).
S%8See also Wittman (1977, 1995).
39Quoted in Green and Shapiro (1994: 107).
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abilistic model. Even policy-blind candidates make promises under risk, and the degree
of risk depends not just on the expectation of voter response, but on the variance of this
response. The models implicitly assume that the variance is independent of candidate
positions, and this is untenable in the absence of a clear model of the formation of voter
beliefs. The models also assume that each voter’s behavior is statistically independent
of the others’. This is unwarranted for the same reason. More importantly, however, the
conclusions of the model are not empirically substantiated. The analysis presented in
Chapter 5 of elections in Israel showed the existence of a PSNE where the parties clus-
ter into two groups. In fact, all the parties maintained separate identities and declared
quite different policies to the electorate.

I infer that a more realistic variant of the probabilistic model must assume that can-
didates, or parties, are policy motivated, at least to the extent of choosing positions that
balance their policy and electoral objectives. As one would expect, the Nash equilib-
rium causes party leaders to make very different promises (Cox 1997).

My observations about these models are intended to highlight the differences in
the requirements of public finance and formal political theory. For public finance, the
motivation is to extract predictions about political choice that can be used to evaluate
the optimality of public decisions concerning taxation and public goods provision. The
need to add greater political verisimilitude has obliged political theorists to address
questions of belief formation (particularly regarding what voters believe the winning
candidate will do after the election) and candidate commitment. From the perspective
of public finance, the more refined model appears untidy and less parsimonious. The
political theorist, however, faces the quite difficult task not just of comparing predictions
with reality, but of evaluating how reasonable the assumptions about belief formation
are. It is only recently that these belief-based models have been developed to a degree
sufficient to offer plausible predictions.

I have tried to suggest, in this section on elections, why the simple unidimensional
two-candidate model of electoral competition is both theoretically and empirically in-
adequate. On the theoretical side, the attempt to base the analysis purely on techniques
of preference aggregation has proved to be unsatisfactory. As I have implied above,
Downs paid considerable attention to questions of risk or uncertainty in elections, but
the formal techniques to address those problems were not available at that time. The
observation that these simple models were also empirically unsatisfactory gives greater
weight to the theoretical attempt to model both preferences and beliefs. In the next sec-
tion, I shall attempt to enlarge the discussion about the nature of beliefs, and show the
connection with Condorcet’s Jury Theorem.

10.2 The Condorcetian Research Program

From the point of view of pluralistic political theory, no individual preference can be
privileged over another. This could be taken to imply that no fundamental agreement
may be reached among individuals who differ in their preferences. A Nash equilibrium
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in a game, or a voting equilibrium in a committee, specifies the nature of the com-
promise (rather than agreement) that individuals will accept given that they attempt to
maximize what they prefer. In contrast to preferences, people with differing empirical
beliefs about how the world works may come to agree with each other if they communi-
cate and share information. Economists have recently attempted to model this process
when beliefs are uncontaminated by preferences (Aumann 1976; McKelvey and Page
1986).

To some extent, political decision making is a matter of aggregating beliefs. Thus,
while people may disagree about what action to take, debate may lead to an agreed
solution. When two candidates offer differing courses of action (based on their own
beliefs about the world), it is perfectly reasonable to suppose that the probability that a
given voter chooses one candidate over the other is determined by the relative degree to
which (s)he agrees with the two candidates’ beliefs. From this point of view, the paradox
of voter turnout does not exist, since voting is not based on the desire to implement
one’s preferences but on the attempt to ascertain the truth.>'® Moreover, convergence of
candidates to the same (Nash equilibrium) position is no longer a problem but a virtue,
inasmuch as the equilibrium position is the one that has the highest probability of being
correct, given the distribution of beliefs in the society. Thus the Nash equilibrium result
solves the optimality problem for political-economic theory.

Admittedly, this argument depends on the validity of the Condorcet Jury Theorem,
which in turn depends on the assumption of the statistical independence of voter be-
havior (see Ladha and Miller 1995). This assumption may not be warranted when
votes are determined by voters’ beliefs. Moreover, if the candidates or voters are pol-
icy motivated, their policy concerns will contaminate the process of belief aggrega-
tion. Similarly, parties strong enough to impose policy objectives on candidates will
also contaminate this process. Nonetheless, since the empirical evidence suggests that
party discipline in the U.S. Congress is weak, there may be a basis for inferring that
successful congressional candidates at least approximate the belief optimum of their
constituents.”!!

The Jury Theorem depends on beliefs that are, in turn, determined by the configura-
tion of activist factions in the political economy. It should be possible, therefore, to use
a more complex version of the theorem to resolve some of the questions raised by the
Founding Fathers about the relationship between factions, institutional rules, and good
government. On the other hand, the optimality question that formal democratic theory
may now pose is whether institutional rules and legislators’ and activists’ private pref-
erences will intrude on the formation of the outcome that best represents the diverse
beliefs of the members of the society.

Pursuing these issues will require the development of rationality models that incor-

S19The preference-based problem of voter turnout is due to the fact that the cost of voting exceeds any likely
effect from actually voting. See the discussion in Chapter 7.1. This need not be the case for belief aggregation.
A single juror may sway the remaining jurors and change the entire verdict.

S11The point of Chapter 3 was to examine a model of voting that showed how activists would affect the way
that voter beliefs are aggregrated by political candidates.
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porate both preferences and beliefs.>!? It is obvious that the interrelation between beliefs
and preferences is fundamental in the context of social dilemmas (discussed by Green
and Shapiro in Chapter 5). Olson’s (1965) attempt to analyze the problem of collec-
tive action (including voluntary provision of public goods and voter turnout) adopted
the simpler perspective of preference aggregation. In this context it is traditional to use
game theory to model the situation, and indeed to describe it as a prisoner’s dilemma.>'3

The paradox of the n-person prisoners’ dilemma, of course, is that the dominant or
best strategy for each individual is to defect rather than cooperate. This inference was
used as the basis for the argument that public goods would not be provided, or that inter-
est groups would collapse in the absence of private incentives. Green and Shapiro point
out that this argument flies in the face of reality. But they make no reference to the last
decade of theoretical work on the prisoner’s dilemma. This work has suggested that it is
far too simplistic to infer that defection will always occur. One possibility is that a dom-
inant player may bribe or persuade the other members of a group to form a cooperative
coalition. It seems to me that these theoretical observations provide the basis for the
positive literature on hegemony in international relations (e.g., Gilpin 1987). However,
the possibility that cooperative coalitions can form entails that they may also collapse.
Indeed, Richards (1990) has demonstrated the occurrence of chaos, or unpredictabil-
ity, in the experimental prisoner’s dilemma. More recent analysis has emphasized the
importance of modelling the beliefs agents hold about the beliefs of others.’'* Because
the analysis of an agent’s choice necessarily requires a model of what the agent thinks
others will do and why they will do it, analysis of the relationship between beliefs and
preferences must deal with the common knowledge problem.

While capitalism and democracy were initially viewed by rational choice theorists
simply as methods of preference aggregation, the more recent work has had to view
rational agents not simply as preference maximizers, but as rational modelers of other
agents and the world in which they live. To model another agent means modelling how
that agent models others. The problem of common knowledge is whether there can be
a formal basis for this hierarchy of individual knowledge. Although the question of
why voters vote or why soldiers fight may seem very similar from the point of view of
preference-based game theory, no plausible understanding of their behavior can ignore
voters’ or soldiers’ beliefs. In these two cases, the relationship between beliefs and
preferences could, in principle, be very different.

10.3 Cultural and Linguistic Evolution

As the Arrovian and Condorcetian programs have intermingled over the last 50 years,
two aspects of the resulting research program have been become increasingly obvious.
First, the attempt to extend closed, preference-based economic theory to the political

12See work by Nyarko (1997) and Bicchieri (1994).
SBHardin (1971, 1982), Taylor (1976), Axelrod (1980).
S14See Kreps, Milgrom, Roberts and Wilson (1982), Sugden (1986), Young (1993).



10.3  Cultural and Linguistic Evolution 303

economy has encountered a number of theoretical difficulties. The motivation of this
economics program seems very similar in a sense to that of the Hilbert program of
logically closing mathematics. Just as Godel (1931) showed the Hilbert program to be
impossible’!®, so, I believe, did Arrow demonstrate the inadequacy of the preference-
based rational choice program.’'® A theory of rationality based on both preference and
belief is likely to be open, both in the sense that it is not completely mathematized, but
also in the sense that it incorporates non-rationalist or at least non-logical, aspects of
thought and language.”!’

Penrose (1994) makes a strong case that the Godel-Turing problem forbids any
purely formalistic or computational account of self-awareness. Penrose’s argument sug-
gests that there must be fundamental constraints on our ability to model our own behav-
ior. However, I feel these constraints apply not only to theoretical work, but even more
importantly to all empirical accounts of behavior.

As the inadequacy of the formalism of pure preference-based game theory is increas-
ingly appreciated, I predict that the flow of ideas between the theoretical and empirical
aspects of political economy will increase. This is already evident in attempts to relate
the positive theory of institutions to empirical work in political economy. For example,
while North’s (1990, 2005) ideas on institutions and economic performance grew out of
his earlier empirical work in economic history (North 1981), they were also informed
by the developments in game theory that I have mentioned above. Researchers on the
positive aspects of political economy are increasingly aware of the way different insti-
tutions, whether economic or political, determine the “rules of the game” and thus the
formation and maintenance of beliefs. This, in turn, can create the context for work of a
predominantly empirical nature, but situated in political economies very unlike those of
developed societies. Thus while political economy will retain the normative and theoret-
ical focus of the Condorcetian and Arrovian research programs, it will also increasingly
sustain empirical work of a truly comparative nature.

These remarks are to remind the reader that our ability to juxtapose theoretical and
empirical analysis of human behavior is limited by the fundamental Gédel-Turing con-
straints on the consistency and completeness of self-knowledge. These theoretical ob-
servations attest to the following remark:

[TThe fundamental theoretical problem underlying the question of coopera-
tion is the manner by which individuals attain knowledge of each others’ prefer-
ences and likely behavior. Moreover, the problem is one of common knowledge,
since each individual, 4, is required not only to have information about others’
preferences, but also to know that the others have knowledge about ¢’s own pref-

S15See Wang (1987) for a discussion of Godel’s work.

516See Binmore 1993 and Schofield (1995b) for a discussion of connections between rational choice theory
and the work of Godel 1931 and Turing 1937. In fact, both the game-theoretic assumption that agents learn
about their opponents and that they choose their best response have recently been shown to be incompatible
because of the Turing halting problem.See Nachbar (1997, 2001, 2005) and Foster and Young (2001).

517, See Margolis (1987, 1993) for some interesting views on such a possibility.
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erences and strategies. (Schofield, 1985b)

As regards the cultural or informational basis of cooperation, Pinker and Bloom
(1990) have pointed out that

humans, probably early on, fell into a lifestyle that depended on extended
cooperation for food, safety, nurturance, and reproductive opportunities. This
lifestyle presents extraordinary opportunities for evolutionary gains and losses.
On the one hand it benefits all participants by surmounting prisoners’ dilemmas.
On the other it is vulnerable to invasion by cheaters. The minimum cognitive
apparatus needed to sustain this lifestyle is memory for individuals and the ability
to enforce social contracts ... .

They argue that the logic of surmounting the prisoner’s dilemma provided the selec-
tion pressure for the evolution of language. Recent research suggests that there was a
fairly rapid increase of technological and cultural efficiency somewhere between 30,000
and 60,000 years before the present (BP), that led to a diaspora of humans out of Africa
(Mellars, 2006). A plausible conjecture is that this cultural transformation was based
on the coevolution of language and cultural techniques to avoid the costs of the pris-
oner’s dilemma. On the other hand, Choi and Bowles (2007) present a game theoretical
simulation of altruism in prisoner dilemma like situations that seems to indicate that
altruism-“benefiting fellow group members at a cost to oneself’- cannot be evolution-
ary stable. Choi and Bowles suggest, on the contrary, that altruism can coevolve with
parochialism-“hostility towards individuals not of the same group.” (See also Bowles,
2000).

One obvious way that people can determine whether others are of the same or dif-
ferent group is whether they speak the same language. At the same time it seems quite
clear that language tends to exhibit rapid evolution (Kenneally, 2007). For example, An-
thony (2007) argues that all Indo-European languages evolved in a few thousand years
from a single population originally inhabiting an area north of the Black Sea.

Putting these various ideas together suggests the hypothesis that altruism-parochialism
and language coevolved. Within a single speech community, cooperation is enhanced
by mutual intelligibility, but conflict between speech communities drives group compe-
tition and war.

As Calvin (1991, 2006) has argued, human cultural evolution has been dramatically
influenced by the chaotic climatic changes that have occurred since the end of the Ice
Age, about 16,000 years BP. At about 7,600 BP, the end of a mini ice age caused the
flooding of the fresh-water Euxine Lake to create the Black Sea. This may have been
the trigger for a flow of agricultural communities into Western Europe. Drought in the
Aegean about 3,200 BP destroyed the Hittite empire in Anatolia and the Mycenean late
bronze age civilization. Fagan (2004) suggests that the longevity of the Roman Empire
was a function of the stability of the Mediterranean climatic or ecological zone from
2,300BP to 1,700BP. A climatic change around 1,600BP (400CE) may have shifted
this ecological zone and precipitated the movement of peoples into Western Europe,



10.3  Cultural and Linguistic Evolution 305

bringing the Roman Empire to an end. The Medieval Warm Period, 900CE to 1200CE,
tended to benefit Western Europe, and led, for example to the colonization of Greenland
about 985CE. However, it also brought drought and collapse to the Mayan civilization
(750CE to 1025CE) and the Mesa Verde,Chaco Canyon and Mimbres cultures in North
America (1276-1299CE).>'® A cold period, the little ice age, after 1200CE, brought
widespread famine in Europe. It is also thought that this climate change contributed
to the virulence of the black death about 1340CE.>!° After the end of the little ice age,
about 1740CE, agricultural productivity started to increase. As we discussed in Chapter
1, this had important ramifications for the beginning of the industrial revolution.

We may reasonably call these climatic changes chaotic because they are caused by
complex feedback loops, involving, among other things, the North Atlantic Oscillation,
the El Nino Southern Oscillation and the Great Ocean Conveyer Belt. Fagan calls this
the “dance of air and ocean,” the interaction of periodicities in the orbit of Earth, solar
radiation, and deep ocean currents generated by the Coriolis force. Rapid transforma-
tions are possible in these dynamic systems, to the extent that they can become struc-
turally unstable: a relatively small perturbation can induce a qualitatively very different
system.

In our time, a small humanly induced increase in C'O, concentration in the at-
mosphere could enhance the green house effect, inducing catastrophic collapses of the
Greenland and Antartic ice sheets. The Greenland collapse would turn off the Gulf
Stream, freeze Europe and flood the low-lying land where great cities lie. Drought
would cause massive fires in Asia and probably destroy the Amazon forest, causing
further positive feedback and increased green house effects.’?° The theoretical and em-
pirical evidence strongly suggests that this threat to the survival of the human race is far
more severe even than the threat of nuclear war in the last century. The problem is that
we desire economic growth, and the most readily available energy sources to sustain
this growth are oil and coal, whose use exacerbates the green house effect. Reliance on
markets seems only to bring about chaos.

As drought and famine occur throughout the world, attempts to deal with this global
problem will become increasingly ineffective.”?! The leaders of oligopoly capitalism
may be able to avoid the pain that the poor and underprivileged will be forced to bear.
They may even benefit from the chaos that globalization seems to have created (Klein,
2007).We, however, shall be caught in the last and most terrifying threat of a chaotic
prisoners’ dilemma, and the end of history. Even though the nature of this enviromental
“tragedy of the commons™?? is well understood, it is not at all clear that the divergent
perspectives of developed economies, the growing economies of China and India, and

S18Diamond (2005).

S19See the various books by Fagan (1999, 2000, 2004, 2008).

320See Calvin (2008).

5211t has been conjectured that climate change already contributes to the widespread stress and civil war
currently seen in Africa (Miguel, Satyanath and Sergenti, 2004). Recent books by Khanna (2008), Rashid
(2008) and Zakaria (2008) discuss aspects of what is probably a very unpleasant future world. For earlier
pessimistic prognoses, see the books by Kaplan (1997, 2000, 2003).

S2Hardin (1968), Schofield (1977), Gore (2006), Sachs (2008).
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the chaotic polities of Africa, will permit a resolution. The change that the Democratic
voters of the United States demanded when they chose Barack Obama as their presiden-
tial candidate was that they should be able to express their political beliefs against the
dictates of the market place and the imbroglios wrought by imperial hubris. It may well
be impossible to deal with the changes that we can foresee in our future.
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